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FOREWORD

This report presents the findings of the study of demand forecasting
conducted by the Operations Research and Economic Analysis Office at
DLA. The study compared a number of different forecasting methods to
determine if improvements over the current DLA forecasting method
could be obtained. The methods were compared using both forecast
error and impacts on inventory system variables as criteria for
judging improvement.

The results of the study showed that the preferred method produced a
3.9% decrease in the average forecast error over the current system.
Positive impacts on safety level dollars and other inventory variables
would also be realized if, as the study recommends, this alternative
technique is implemented. The report also offers several other
recommendations for improving demand forecasting in DLA.
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EXECUTIVE SUMMARY

This report documents the findings of the study of demand
forecasting conducted by DLA's Operations Research and Economic
Analysis Office. The goal of the study was to identify alterna-
tive methods which would increase the accuracy of DLA's demand
forecasts. The initial phase of the study was a literature
review of a wide range of potential forecasting techniques to

*determine their applicability to DLA's forecasting needs. Based
on this review, 17 forecasting techniques were identified which
showed promise in being useful alternatives to the current method

* used by DEJA.

The next step in the analysis was to compare the accuracy of
the 18 forecasting methods (the current DLA method plus the 17
alternative methods) using a random sample of 6,412 items. A
maximum of eight years of historic demand data was available for
these items. The result of these preliminary analyses was the

* identification of six methods which -appeared to be the best
performers.

The analysis then examined the forecast accuracy of these
six methods, both individually and in combinations. Two
approaches for combining methods were examined. The f irst

*used unweighted and weighted averages of the forecasts produced
by the different methods.. The other procedure involved the
use of item characteristics to predict which of a group of
forecast methods would be most accurate for each item. The
results showed that the best average consisted of the forecasts

* from single exponential smoothing and a four-quarter moving
*average. The prediction of item groupings was not as successful,

but the best of these methods was retained for further analysis.

The above results were validated with two additional samples
of items. The results showed that a weighted average of the
forecasts of single exponential smoothing and the four-quarter
moving average produced the best results across the three
samples. Several of these methods were then tested on the entire
population of 636,000 items. The resul ts showed that the
weighted average produced a 3.9% decrease in the average forecast

* error when compared with the exponential smoothing method
* currently used in SAMMS.

A simulation analysis was then conducteCd in order to obtain
some preliminary data regarding the performance in SAMMS of
methods which were statistically better than the current SAMMS

*method. The simulation examined the impacts of these methods on
five inventory variables: supply availability, safety level

* dc~ell1ar s, total dollar commi tments, number of backorder s, and
number of days on backorder. The results confirmed the superior

* performance of the weighted average model, which consistently
produced positive impacts on these inventory variables.
However, the results of the simulation analysis revealed several



key issues regarding how the new forecasting procedure should be
implemented. Further study would be required to examine these
issues and determine how best to implement a new method so as to
obtain the maximum benefit as quickly as possible.

The study concludes that the weighted average of the single
exponential smoothing and the four-quarter moving average
forecasts is the best of the forecasting methods examined for all
commodities except Medical. For Medical, the four-quarter moving
average alone is the best method. Based on a decrease in safety
level dollars proportional to a decrease in forecast error,
improvement of the best method over the current method is
estimated to be as follows:

Percent Estimated Reduced
Commodity Reduced Error Safety Level($

Construction 1.1% $ 2,715,950
Electronics 1.6 1,912,796
General 6.0 12,714,489
Industrial 4.7 5,885,924
Medical 3.7 607,486
C & T 1.4 1,586,742

It is recommended that this method be implemented in SAMMS,
following additional study regarding how to best incorporate the
model into the system.

One additional recommendation was made based on
supplemental analyses documented in the report. All items,
including VIP items, should be forecasted on a quarterly basis.
This change would result in large decreases in safety level
dollars and total commitments with no noticeable change in supply
availability.

.1~i



I. INTRODUTION

A. BACKGROUND

* DLA currently uses in its Standard Automated Material Management
-" System (SAMMS) a single model to forecast demand for all items,

with the exception of Program Oriented Items (POI) and Government
Furnished Materiel (GFM). DLA-LO's 1981 Backorder Review found

* that DLA's inability to forecast demand changes was the primary
cause of backorders. Since this finding, several directed
actions on demand forecasting have occurred, both at the
Headquarters and at the Primary Level Field Activities. There is

* a general consensus that improved forecasting could result in
improved Agency mission performance and reduced costs. Based on
the findings of a recent subsistence demand forecasting study, it
is felt that potential increases in forecast accuracy may be
obtained by applying alternative methods of forecasting
techniques to different categories of items.

B. PROJECT DEFINITION

1. Statement of Problem

Currently, DLA uses a single model to forecast demand for all
hardware items. The potential exists for improved forecasts
using new and different forecasting models for different
categories of items.

2. Purpose of Project

The purpose of this project was to study various techniques for
forecasting demand of all DLA commodities, except subsistence and
fuels, and to determine whether forecast accuracy can be improved
by applying alternative forecasting techniques to different
categories of items.

3. Bpecific Objectives. The specific objectives of
this study are:

(a) To evaluate both classical and innovative
forecasting techniques as to their applicability to
forecasting DLA's demand.

(b) To determine whether different techniques
applied to different categories of DLA's items would
produce lower forecast error than the single method
currently used by SAMMS.

(c) To examine the effects of applicable

forecasting techniques on DLA's inventory management
system.



(d) To provide recommendations for improvement of
DLA's current forecasting procedures, and for
implementation of alternative methods if
appropriate.

C. SCOPE OF PROJECT

1. Project Effort

(a) All DLA commodities, except subsistence and fuels, were
included in the study.

(b) All stocked items were examined except for new items,
POI, and GFM. Items which were classified as Numeric Stockage
Objective (NSO) for a significant portion of their time in the
system were also excluded.

2. Report Organization

*This study was conducted in three phases, over the course of one
*year. At the end of each phase, an interim report was prepared

which documented the results of the analyses to that point. The
* current report represents a synthesis of the contents of the
* three interim reports.

The current report is divided into eight major sections,
including this first introductory section. Section II presents a
review of the literature, which includes discussions of
forecasting in DLA, in the Services, and in the academic

* literature.

* Section III presents the results of the review of forecasting
techniques to be included in the study. Brief discussions of
each technique and its merits are presented in this section.

* Section IV describes the methodology and procedures of the study.
* Included here is a description of the data used, the selection of

item samples, and the procedures used to implement the forecast
methods.

Section V presents the findings of the data analysis. This
* includes the results of preliminary analyses designed to identify

a single number of potentially usef ul methods f rom the larger
*group of procedures identified in Section III, the assessment of

these procedures with regard to their accuracy, the validation of
these results using additional samples and the entire population,
and an assessment of the impacts of these altternative methods on
the inventory system.

The next section presents a summary of the findings and a
discussion of the results. Sections VII and VIII present the
conclusions and recommendations (respectively) resulting from the
data analysis.
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II. LITERATURE REVIEW

A. Current DLA Forecasting Metho

The current DLA forecasting method is described in DLAM 4140.2,
Vol. II, Chapter 53, "Recurring Demand Forecast." This chapter
describes the forecast computations and the items to which this
method is applied.

The method currently used by DLA is a version of Brown's double
exponential smoothing. The smoothing is carried out by depot
location, but since this is not crucial to the present study, the
locations will not be discussed here. The formulas used by DLA
are as follows:

. t ~~= cLXt + (l )S'-

;.St t t-i

=~ aS'.t + (l-ct)S"t...

at 2S't - S"t

where Xt is the demand for an item for time period t, S't is the
single exponential smoothed value for the current time period t,
S"t is the double exponential smoothed value for time period t,
a is the smoothing constant, and at is the expected value of the
demand data at time t.

Exponential smoothing thus weighs the current actual demand value
and the previous smoothed demand to develop the expected demand
for the next time period. Alpha is the weight used in this
process, and is normally .2 for most DLA items.

One aspect of the formulas presented above deserves discussion.
* The value at is used by DLA as the forecast for the next time

period. In the original formulation of double exponential
smoothing, however, a is not intended to be the forecast value.
R. G. Brown, generally acknowledged as the developer of
exponential smoothing, makes this clear in his presentation of
double exponential smoothing (1, pp. 128-132). The value at is
merely the estimate of the current level of the demand series.
To this must be added an estimate of the trend, bt

bt = (a/l-a) (S't- S"t)

The forecast is then given by

Ft+m = at + btm,

where m is the number of periods ahead to be forecast.

This misconception was addressed recently in an article by
Gardner (2), who notes that the use of the at term as the
forecast is a common mistake in the literature. One advantage of

27



double exponential smoothing is that it is appropriate for data
in which a trend exists. The result of using the at term as the
forecast, however, is that forecasts will consistently lag any
trend in the data (2). Thus one point of interest in the current
study will be to compare the accuracy of DLA's current method
with the double exponential smoothing method as originally
proposed. This is discussed more fully in Section III of the
report.

B. Previous DLA Studies

Several studies exist which have addressed the issue of
forecasting in DLA. These will be reviewed briefly in this
section.

The original study which recommended using exponential smoothing
as the standard DLA (then DSA) forecasting method was conducted
in 1963 (3). Part of the study used simulated monthly demand to
compare five different forecasts: a 4-quarter weighted moving
average, single exponential smoothing (with trend correction)
using alpha values of .2 and .4, and double exponential smoothing
using alpha values of .2 and .4 (it should be noted that in this
study both the single and double exponential smoothing formulas
failed to take into account the trend term; this is the same
problem that was discussed previously). The performance measures
examined were the average investment per item, and the percentage
of demand filled without backorders. The results of the
comparison showed that both exponential smoothing methods were
superior to the moving average, although there was no difference
between the two smoothing methods. Using the alpha value of .2
produced more accurate forecasts than using a value of .4.

A second study was conducted several years later to verify the
findings of the original study (4). This second study used a
combination of actual and simulated data to examine three
different demand patterns: level, trend (with varying slopes)
and modified trend. Four forecasting methods were compared:
single exponential smoothing with a tracking signal, double
exponential smoothing, a 4-quarter weighted moving average, and a
4-quarter unweighted moving average. The performance criteria
included the mean absolute deviation (MAD) of the forecast
errors, and the mean percentage error (MPE) of the forecasts.
The results of this analysis showed that double exponential
smoothing with an alpha value between .1 and .2 produced the most
accurate forecasts. This study, along with the earlier one, seem
to have established the forecasting method still used by DLA.

Over the years, several forecasting studies have been done by
students using data from one or more commodities. Typical of
these studies is one done by Praggy (5). The study used 12
quarters of data from the electronics commodity and compared a
variety of forecasting methods, including single and double
exponential smoothing, various weighted and unweighted movina
averages, using the mean of the data and using the last
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observation as forecasts (known as "naive" methods), and
polynomial fitting. The results showed that for replenishment
items, the best forecasts were produced by simple exponential
smoothing with alphas between .2 and .4. High demand items (200
or more quarterly demands) were best forecasted as using a 4-
quarter moving average, while medium and low demand items (20-200
demands and under 20 demands, respectively) were best forecasted
using single exponential smoothing with alphas between .1 and .4.

Several DLA forecasting studies have either been recently
completed or are currently in progress. One of these is being
conducted at the Defense Electronics Supply Center (DESC; 6).
The interim report presented findings which examined various
versions of exponential smoothing for 36 months of demand on
105,000 electronics items. The performance criteria examined
were the percent error and mean squared error (MSE) over the
items' leadtimes. The results showed an overall average forecast
error of 144%. The best alpha for quarterly forecasted items was
shown to be .2, while for monthly forecasted items (VIP items)
the best alpha was .01 (although as the author points out, this
would result in virtually-constant forecasts from month to
month). The study also suggested that some improvement in
forecast accuracy can be obtained using longer forecast
intervals: that is, forecasting quarterly items semi-annually,
and forecasting monthly items quarterly. The study of methods
for improved forecasting is continuing at the DESC operations
research (OR) office, and similar work is underway at the Defense
Construction Supply Center (DCSC) OR office as well.

Another interim report described the preliminary results of a
study of subsistence items (7). The study examined 77 months of
data for 3,940 items. Various seasonal and nonseasonal
autoregressive (AR) models were examined, along with the current
weighted average method, and 6- and 12-month moving averages.
The results showed that five models proved to be good performers
for about 75% of the items: ARI, ARI seasonal, ARI trig
seasonal, and the 6- and 12-month moving averages.

A recently completed study examined the Program Oriented Item
(POI) system, used by the Defense Personnel Support Center (DPSC)
to forecast some of their clothing items (8). The study did not
compare forecasting methods, but did identify POI items which had
seasonal and trend components. The study showed that moving
averages outperformed the POI system for trend items, and that
Winters' triple exponential smoothing performed better for
seasonal items.

To summarize, most of the studies of DLA forecasting seem to
confirm that exponential smoothing with alpha values of around .2
is a superior method to other simple approaches. Some of the
studies' findings suggest that longer moving averages, such as 4-
quarter, might be effective for some items. Results for
subsistence and POI items suggest that alternate models, such as
Winters method or autorearessive models, might be preferable.

,J



3 . -- ~ .7 7-3 VY Jr -.

Both of these latter studies, however, examined commodities which
might be expected to have a higher proportion of items with trend
or seasonality. Finally, DESC's results suggest that monthly
forecasting, while perhaps useful for management purposes, may
not improve forecast accuracy. All of these findings will be
taken into consideration in the evaluation of methods for
inclusion in the present study.

C. Forecasting Efforts in the Services

The Army, Air Force and Navy have all produced many studies
related to their forecasting systems. Each of these Services was
contacted by DLA-LO, and many of their forecasting studies were
reviewed for this effort. There is, however, at least one major
difference between the Services and DLA in terms of forecasting.
The Services manage both reparable and consumable items, while

• DLA manages only the latter. This factor has led the Services to
the use of program factors, such as flying hours for aircraft, to
forecast demand for some (reparable) items. With the exception
of the POI system, DLA generally does not use program factors.
Therefore, at least some of the work done by the Services is not
directly applicable to DLA. There are, however, two efforts
which are particularly relevant and will be discussed here.

The Operations Research Analysis Department of the Navy Fleet
Material Support Office (FMSO) is currently involved in a
forecasting study quite similar in nature to DLA-LO's study. A
meeting was held with the analysts at FMSO to discuss the two
studies and share information regarding forecasting.

The other effort of particular relevance to the current research
is the forecasting study completed for the Services and DLA by
Boeing Computer Services (9). The study was originally intended
to use data from all services, but ended up examining data from
the Army and Navy. A total of 60 quarters of data for 23,911
Army items, including program data (flying hours), was included
in the study. The Navy data consisted of 36 quarters of demand
for a sample of 900 items. A series of forecasting methcds was
examined for each service, including naive methods, exponential
smoothing, linear regression (using flying hours), 8-quarter
moving average, two Autoregressive Integrated Moving Average
(ARIMA) models, and a method developed by Steece and Wood which
combines items into groups in order to generate forecasts.

The results of the study showed that the 8-quarter moving average
was the bes- of the simpler methods. Exponential smoothing did
not perform well in this study; the regression using program
factors was also a poor performer. The AR(l) model, however, was
judged to be a good performer. The results also suggested that
the Steece-Wood method may be a useful one, provided meaningful
item groupings can be determined. These results will also be
considered in evaluation of methods for the current study.

6
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D. Academic Literature

Voluminous academic literature exists concerning forecasting,
and a review of this literature would be prohibitive. However,
several studies are worthy of discussion here, either because of
their scope in comparing forecasting methods, or because they

* represent summaries of specific areas of the literature.

The most comprehensive comparative study of forecasting methods
developed as a result of a forecasting "competition" conducted by
Makridakis (10). Experts in the field applied approximately 20
different forecasting methods to 1,001 different time series.
The data series were monthly, quarterly, and yearly, and

* consisted of micro-level data (for an individual company, for
example) or macro-level data (GNP, for example). Various
forecasting horizons were examined and several different error

*statistics were calculated. Although the results varied
- depending on the nature of the series examined, some general

conclusions are offered by ?akridakis et al. First, it is not
* necessarily the case that complex methods produce more accurate

forecasts than simple methods. According to the authors, the
more noise or randomness in the data, the less important it is to
use sophisticated methods (10, p. 127). In ad . tion, the study
showed that deseasonalizing the data (that is, removing

* seasonality) using simple decomposition techniques is adequate,
and produces similar performance among most of the forecasting
methods. Finally, the results showed that single and double
exponential smoothing, applied to deseasonalized data, do well

* for short forecast horizons (1-2 periods ahead), while the Holt,
Brown and Holt-Winters double exponential smoothing methods do
well for forecasts 3-6 periods ahead.

*One other result from the Makridakis study is notable. The
methods which combined forecasts performed very well in the

*study. The combined forecast always outperformed its individual
-components. This finding, as well as the others, is discussed
* further in the next section of the report.

* In addition to this important study by Makridakis, several very
useful survey articles have appeared recently. one of these is
by Armstrong (11), who seeks to summarize the results of previous
research on forecasting methods such as those discussed up to
this point. The first conclusion offered by Armstrong echoes

*Makridakis': sophisticated methods seem to perform no better
* than simpler methods. In fact, Armstrong suggests that when

limited historical data are avialable, highly complex models may
*actually serve to reduce forecast accuracy (11, p.55). Another

conclusion was that combining forecasts seems to be a promising
approach to improving forecast accuracy. Armstrong does point

* out that little evidence is currently available regarding the
best way to weight the components of the combined forecasts.

* Mahmoud (12) reaches much the same conclusions in his survey of
*the forecasting literature. Reviewing some 100 forecasting
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* studies, he too concludes that simple forecasting methods perform
as well or better than more complex methods (12, p. 153). He
also notes that several studies show that exponential smoothing
performs better over a relatively short-term forecasting horizon
(less than one year) than over a longer period. Mahmoud also
concludes, along with Makridakis and Armstrong, that combining
forecasting results produces better forecasts (p. 154).

Finally, a recent article by Gardner (13) reviews and summarizes
the literature on exponential smoothing. In addition to
providing exponential smoothing models for seasonal and trend
series, Gardner also offers some conclusions about the specifics
of exponential smoothing. He suggests that parameters for the
models should be estimated from the data, and not pre-selected.
He does note, however, that moderate parameters, say .2 or .3,
are appropriate in inventory applications where forecasts are
generated automatically (p. 11). Gardner goes on to point out
that although linear trends are usually used in exponential
smoothing models, there is evidence that the trend should be
"damped" (i.e., slowed) as the forecast horizon increases.
Finally, the article notes that there is no strong evidence
suggesting the superiority of adaptive smoothing methods, which
allow the alpha values to change from one period to the next,
over standard exponential smoothing methods which do not allow
the alpha value to change.

*To summarize, these survey studies of forecasting methods seem to
agree that simple forecasting techniques, such as exponential
smoothing, perform as well as or better than complex techniques,
such as ARIMA, for many applications. They also seem to agree
that the method of combining forecasts holds much promise for
improving forecast accuracy. Both of these conclusions will be
considered in the next section of this report, which addresses
the selection of models for inclusion in the present study.

III. REVIEW AND EVALUATION OF FORECASTING METHODS

A. Introduction

One of the purposes of the literature review was to identify
forecasting techniques for possible inclusion in the present
study. This process consisted of two phases. Initially, any
method identified in the literature was considered. Descriptions
ol each technique were developed and these were then reviewed by
all project staff. The relative merits of each method were
considered, and a judgment was made regarding the inclusion of
each method in the study. The methods were judged based on their

* applicability to DLA's forecasting needs, their anticipated
accuracy based on previous studies, and the cost associated with

*their implementation and maintenance. This last consideration is
obviously an important one, since DLA must forecast a large
number of items each quarter.

This section presents a brief discussion of each forecasting

8



method, along with the reasons for including or excluding each
from the study.

B. Forecasting Methods Examined

1. Moving Average

The moving average (MA) technique uses the arithmetic mean of the
last "n" periods as the forecast for the next period. The
advantage of this method is its simplicity. The disadvantages
are (a) it will not successfully forecast seasonal data, and (b)
the forecasts will lag behind any trends in the data.
Deseasonalizing the data can circumvent the first problem. Due
to its ease of use, the MA method was included in the study.
Both 4-period and 8-period moving averages were examined.

2. Single Exponential Smoothing

Single exponential smoothing (SES) uses a constant value (alpha)
to "smooth" the current observation; the larger the value of
alpha, the greater the weight given to the current observation.
The forecast consists of the weighted current observation plus
the previous smoothed value of the series.

The advantage of SES is its ease of implementation; it requires
fewer data points to store than the moving average. The major
disadvantages of SES are the same as those of the MA method. Due
to its ease of use, SES was also included in the study.

3. Brown's Double Exponential Smoothing

Brown's double exponential smoothing (DES) uses two smoothing
equations; one to smooth the current observation, and a second to
smooth the smoothed value of the first equation. The method also
uses the difference between the two smoothed values as a measure
of trend in the data.

The advantages of DES are the same as those for SES, with the
additional fact that DES can forecast trends in the data. The
disadvantage is that Brown's DES does not allow for seasonality
in the data. Again, deseasonalizing the data can correct for
this shortcoming.

Since a version of Brown's DES is currently used in DLA, this
method was included in the study. The version of Brown's method
used in SAMMS (without the trend term) was included in the study
as well.

4. Holt's Double Exponential Smoothing

Holt's version of DES represents an alternative to Brown's
formulation. The Holt method differs from Brown's DES in that it
uses two smoothing parameters rather than one. The level of the
series is obtained by using alpha to smooth the current

9



*observation into the previous level plus trend terms. The trend
* term is obtained by using gamma to smooth the difference between

the current and previous levels into the previous trend term.

The Holt method has the potential advantage of increased accuracy
associated with the use of multiple smoothing factors. This can
also be a disadvantage, however, since values-must be chosen and
maintained for two constants, rather than one. The Holt method
was included in the study in order to compare it with Brown' s
DES.

5. Gardner's Double Exponential Smoothin

This method is a variant of the Holt procedure developed in
recent work by Gardner. (14) Gardner proposes applying a third
smoothing term, phi, to Holt's equations. The phi parameter is
applied to the trend term, and would usually range f rom 0- to 1.
If phi is 0, the model is equivalent to simple smoothing. if phi
is 1, the model is the same as Holt's model. If phi is between 0
and 1, however, then Gardner's method "damps" the trend; that is,

* the trend is assumed to change at a slower rate than is impl ied
by the Holt model (14, p. 5). This technique was included in
order to compare it to the standard Holt procedure.

6. Adaptive Exiponential Smoothing

Adaptive exponential smoothing (AES) methods allow the value of
alpha to change as patterns in the data change. Four adaptive
smoothing techniques were considered for inclusion in the study.

* These techniques use different methods to adjust the smoothing
constant, depending on the error being produced by the current
constant. The ideal AES method should be responsive to changes
in the data, and yet should not be overly sensitive to large,
one-time fluctuations.

Two of the AES methods, one developed by Eilon and Elmaleh (15)
and one by Roberts and Reed (16) , use a periodic review
technique; that is, the smoothing constant is reviewed for change
only after several periods have passed. The periodic review
technique is considered to be relatively unresponsive to changes
in demand. Therefore, neither of the AES methods were included
in the study.

The first of the continuous review methods examined was the
whybark (17) method. The Whybark method allows for specification
of three values of the smoothing constant which allows the
forecast to be adjusted more quickly when the forecasts move away
from the observations. While this method would work quite well

* with relatively clean data, the noise anticipated with the data
used in this project would require some sort of filter to
prescreen the data. This would increase the computation involved
and dilute the responsiveness of the method. Due to these
factors, this AES method was excluded from further consideration.

10



The method found to be most promising is the one proposed by
Trigg and Leach (18). This method adjusts the smoothing constant
each period based on the ratio of the smoothed error to the
smoothed absolute error. The use of smoothed error '-erms in the
tracking signal allows the forecaster to have some control over
the sensitivity of the signal to the last error term in the
series. The method should be quite responsive, since the signal
is adjusted after each observation. Given these factors, Trigg-
Leach was the AES method included in the study.

7. Decomposition

Decomposition methods are used primarily to identify seasonal
factors which can be used to remove seasonal variations from the
data. Forecasting methods which cannot handle seasonal data can
then be applied to the deseasonalized data. The most basic
approach is known as the ratio-to-moving averages classical
decomposition method, which uses a moving average to
deseasonalize the data.

Classical decomposition seems better suited to the purposes of
this project than the main alternative, known as the Census II
method. This latter method is much too complex and involved to
be implemented in the present context. Therefore, the classical
method was used in the present study, with a 4-quarter moving
average as the basis for deseasonalization.

8. Autoregressive Integrated Moving Average

The term "autoregressive integrated moving average", or ARIMA
models, was popularized by Box and Jenkins (19). Basically,
autoregressive models base their forecasts on equations which
differentially weight each of the previous observations. Moving
average models use previous error terms associated with past
observations to derive a forecast. ARIMA models combine
autoregressive (AR) and moving average (MA) models.

ARIMA models are usually associated with the time series analysis
process described by Box and Jenkins (19). This is a three-step
iterative process which involves model identification, parameter
estimation, and forecasting. The first two of these steps are
rather involved, and would require automatic methods to handle
the number of items involved in the current application. It is
possible, though not necessarily desirable, to skip the model
identification step and simply apply one or more ARIMA models to
the data. This still involves a rather lengthy coding process
required in order to develop parameter estimates. Given all
this, it was decided to perform a test on a limited number of
items, using the SPSSx statistical package's Box Jenkins
procedure, to determine whether the benefits outweighed the
disadvantages described above.

A total of 100 items were selected at random from the larger
sample. Only those items which had the maximum amount of data
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(eight years, or 32 quarters) were included in the 100 examined.

The first step in identifying the models was to analyze the plots
of the autocorrelation functions (ACFs) and partial
autocorrelation functions (PACFs) of each of the time series.
The ACF is a measure of the relationship (correlation) of the
time series with itself, lagged by some number of time periods.
For example, the autocorrelation for the first lag measures the
relationship between the demand at each time period and the
demand at the time period preceeding it. The autocorrelation at
the second lag measures the relationship between demand values
two periods apart. In general, the ACF at the kth lag measures
the relationship between observations k periods apart. The PACF
is a measure of the degree of association between the series and
the kth lag of the series when the effects of the other time lags
are partialled out. The PACF is used in conjunction with the ACF
to identify an appropriate ARIMA model for forecasting.

The results of this analysis showed that 80 of the 100 series had
no useable pattern to the autocorrelations; that is, the demand
data was essentially random. There are two likely reasons for
this finding. First, 32 quarters is a small number of data
points on which to base such an analysis. In addition, many of
the series contained a large proportion of zeros, making the
identification of a reasonable model more difficult.

Of the remaining 20 time series, 18 were fit to nine different
ARMA models (two series could not be satisfactorily fitted to any
model). AR() models were selected for five items, and ARMA(l,l)
models were fitted to four items. The remaining items were
distributed over the other seven models.

The results of the test analysis presented above were not very
encouraging. Under the best of circumstances (a full 32 quarters
of data), models could be identified for only 18% of the items.
Although a single model (ARl, for ex.ample), could be used to
forecast all items, the decision of the project staff was that
the time required to develop the code for the method would not be
offset by the potential benefits. Therefore, ARIMA models were
not included as a part of the study.

9. Steece-Wood

The Steece-Wood method involves using a complex model, such as an
ARIMA, to forecast an aggregate series, and a simpler model, such
as exponential smoothing, for the series that comprise the
aggregate (20). The success of the method appears to depend on
the ability to develop meaningful aggregate series. Although
there would be various ways to divide DLA's items into groups,
none of these would be likely to produce aggregates which could
be forecasted more successfully than the individual items
themselves. Therefore, due to the inability to form meaningful
aggregates, the Steece-Wood method was not included in the study.

12



10. Transfer Function Models

Transfer functions are used in Box-Jenkins ARIMA models in order
to analyze multiple time series; that is, to forecast several
related series simultaneously. One way in which this method
could be applied to DLA is in the use of program factor data, in
addition to the historic demand, to forecast future demand.
Program factors are not readily available for DLA da-a, and are
of questionable utility in forecasting DLA's items in any case.
This method was therefore not considered further in the study.

11. Econometric Models

These models were not considered to be relevant to DLA's data.
The models are difficult and costly to develop and maintain, and
usually involve some underlying theory regarding system
f unctioning. These models were not included in the study.

12. Regression Models

*The main utility of regression models is to relate independent
variables, such as program factors, to the series to be
forecasted. Since program data is believed to be of limited use
here, regression models could not be used for this purpose. In
addition, examination of the relationship between the available
item characteristics and demand quantity failed to reveal any
convincing evidence for the use of these variables in forecasting
demand. moreover, any of these external variables would
themselves need to be forecasted prior to developing the demand
forecast, and the error associated with the former forecasts
would increase the error in the latter forecasts. Given these
considerations, regression models were excluded from further

* consideration.

13. Kalman Filters

The Kalman filter is a dynamic linear system where the system of
*equations specifies: (a) how observations of a process are

stochastically dependent on the current process parameters, and
(b) how the process parameters evolve in time, both as a result
of the inherent process dynamics and from random disturbances.
The use of time-varying coefficients allows the forecasting model
tCo adapt over time. This flexibility increases forecast accuracy
t'irough continuous reestimation of parameters as new observations
become available. In addition, Kalman filters can be used to
detect significant changes in the time series and to adapt to
these changes.

K, There are several variations of the Kalman filter currently in
use. For example, if the criterion is to minimize the future MSE
of a model fitted to historical data, Kalman filters do as well,
if not better, than classical estimation procedures.

Since the Kalman filter is an extremely complex model to
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implement, it was decided to seek the advice of forecasters
experienced with this particular method. Comments from
forecasting experts in both the government and private sectors
were obtained. The general concensus was that the Kalman filter,
given its use of time-varying coefficients, is inefficient for
forecasting demand for a large inventory of items. This is due
to the large amount of noise inherent in the demand streams for
many inventory items, noise which is more severe than is found in
the types of engineering applications for which the filter was
designed. Due to these considerations, the Kalman filter
technique was not examined in the study.

14.. Forecastinq of Leadtime Demand

This area was selected for review as a specific example of the
more general area of distribution fitting for forecasting. The
method of forecasting leadtime demand was the only one which
actually detailed the process of identifying and fitting a
distribution to the demand series, and then generating a forecast
based on this distribution. This specific method, however,
emphasized setting a reorder level, as opposed to a demand
forecast. That is, the method is concerned with minimizing the
risk of stockout conditions, which is only one specific criterion
by which to judge a forecasting method. Therefore, this method
was excluded from further consideration.

15. Focus Forecasting

Introduced by Smith (21) focus forecasting begins with a number
of simple or "common sense" models. Each period, all models are
tested to determine which would have best forecasted last
period's demand. The model selected is then used to forecast
next period's demand. The main problems with the method include
its overly simplistic approach to forecasting, and the total lack
of empirical evidence in support of the approach. It was
therefore rejected from further consideration in the study.

16. Combining/Averaging Methods

There appears to be good support in the forecasting literature
for the usefulness of this forecasting approach (see, for example,
ref. 22). Several different methods for combining forecasts were
examined for inclusion in the study. The most basic is to take a
simple average of the forecasts produced by each method being
combined, and use this as the forecast for the next period.
Makridakis et al. (10) found this method to be a very successful
one.

An alternative to using a simple average is to weight each
forecast according to the past error associated with each.
Brandon and Lackman (23) present evidence for the usefulness of
this type of method. Their procedure takes into account both the
mean squared error (MSE) and the standard deviation of the errors
(SDE) for each forecasting method. Each method's weight is
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represented by 1 -Pa , where Pa is the ratio of the error produced
by method 'a' to the overall error produced by all the methods
combined. The calculation of the MSE and the SDE can include as
many historic time periods as is deemed appropriate by the

- forecaster.

In the weighting scheme proposed by Brandon and Lackman, the
- weights for the different forecasting methods are forced to sum

to one. A recent article by Granger and Ramanathan (24) suggests
that this is not necessarily the best combination procedure.
These authors begin with a discussion of linear combinations of
forecasts where the weights, obtained using least squares, are
constrained to sum to one. They go on to demonstrate the
superiority of a method which does not restrict the weights, but
which does add a constant term to the least squares formulations.

While Granger and Ramanathan may make a convincing argument,
their method of combining forecasts appears much too involved and
complex to be of practical use in meeting DLA's forecasting
needs. Brandon and Lackman's method, however, appears relatively
easy to implement, and has intuitive appeal as well. This method
was therefore the combination method used in the present study.

, In addition, since there is very little additional cost or effort
* associated with the simple averaging method, this technique was
. also included in the study.

17. "Naive" Methods

In addition to the methods identified above, there are a number
of relatively simple or "naive" methods which were considered.
3everal of these methods were shown in the literature review to
work well in various applications. The main advantage of such
methods, however, is that they are quite easy to develop and

* implement, and are relatively cost-free to maintain. Due to this
consideration, the following "naive" models were included in the
study:

- naive forecast (last period's demand)

- simple mean of past data

Both of the above methods were applied to both the original data
and the deseasonalized data.

C. Summary

This section reported the results of the screening process
designed to determine those forecasting techniques to be included
in the current study. Based on the applicability of each method
to DLA and the cost associated with implementing and maintaining
the method, each technique was included or excluded from the

- " " .. "" . " - . " - '- - . -. • . .' - -. . .* -..- ,_-. , . -- -'. --.* . .



study. The results of this process resulted in the following
techniques being included in the study:

- naive forecast (last period's observation)
- simple mean of past observations
- 4-period moving average
- 8-period moving average
- single exponential smoothing
- current DLA version of exponential smoothing

- Brown's double exponential smoothing
- Holt's double exponential smoothing

- Gardner's double exponential smoothing
- Trigg-Leach adaptive exponential smoothing
- a combination/average of two or more of the above

The formulae for these methods are shown in Appendix A. In
addition, eight of these methods (the first seven listed plus
Trigg-Leach) were examined using both the raw data and the data
after it had been deseasonalized using the ratio-to-moving
averages classical decomposition method.

IV. METHODOLOGY

This section provides a description of the development of the
data and procedures used in the study. It is divided into three
subsections, which describe (a) the development of the data base
for the study, (b) the selection and validation of the item
samples used in the study, and (c) the procedures used to
implement the forecasting methods identified in Section III of
the report.

A. Development of Study Data Base

1. Demand Data

There are several factors related to the study which guided the
*" initial search for data sources. The study required as much

historic data as were available for all DLA commodities. In
addition, it was desirable to be able to segregate types of
demand: that is, recurring versus non-recurring, Foreign
Military Sales (FMS), and Government Furnished Material (GFM).

After examining available data sources, it was determined that
historic Supply Control Files were the best source. These files
contain, for items which are family heads, demand by quarter, by
type of demand (recurring/non-recurring), and by source of demand
(GFM, FMS). They also contain information describing the item;
that is, the various item characteristics (e.g., supply status
code, weapon system code) required for the later phases of the
study.

The study team was a-le to assemble a collection of historic
Supply Control Files. In general, the Supply Control Files were
available for the time periid beginning with fiscal year 1977
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and ending with fiscal year 1984. Several files were missing,
- however, for individual commodities. Extensive efforts to locate

these missing files met with no success. A summary of the data
available for the study is presented in Table 1.

Table 1

SUPPLY CONTROL FILE DATA AVAILABLE

Maximum Quarters
Commodity Fiscal Years of Continuous Data

Construction 1977-1984 32
Electrical 1977-1984 32
General 1981-1984 16*
Industrial 1977-1984 32
Medical 1977-1984 32
Clothing &
Textiles 1982-1984 12**

*Fiscal years 1979 and 1980 were missing for General. Since
continuous data is required, General begins with FY 1981.

**C&T was not on SAMMS prior to FY 1982.

The next step in the construction of the data base was to
determine which items should be included. The decision was made
to identify those items which were actually forecasted by SAMMS
at the point in time where the data available for the study ended
(i.e., 30 September 1984). It was felt that this approach would
most closely simulate the actual current forecasting situation.
For example, DLA must currently forecast items which have varying
amounts of historic data. It wodld therefore be unrealistic to
include in the present study only those items with a full 32
quarters of demand data. Instead, the study will seek to
identify forecasting techniques which will be successful for all
of the items DLA must forecast.

The criteria used to select the items to be included in the data
base were those currently used by SAMMS to determine which items
receive the exponential smoothing forecast. These criteria are:

1. Demand supported replenishment items (Item Category Code'1 ') "

2. Established items--usually those over two years in DLA
(Age of Item Code 'E')

3. Stocked items (Supply Status Codes other than '2', '3',
191)

An item which passed these three criteria would be forecasted by
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SAMMS and should be included in this study.

A total of 677,705 items met- these three criteria. These 677,705
items became the total population of items to be included in the

*study. At this point, each of these items was matched back to
* past Supply Control Files, and all of the historic data available

for that item were obtained. In order to allow the greatest
*amount of flexibility in the data base, the f requency and
* quantity of demand were obtained by quarter separately for each

of the following types of demand: recurring, non-recurring, GFM,
and FMS. The results of this process showed, as expected,
varying amounts of past data available for the population of
items. Table 2 shows the number of quarters of historical data

* available for the items in each commodity.

Table 2

NUMBER OF QUARTERS OF DATA AVAILABLE

Commodity

Qtrs C E G I M T

32 60,160 68,666 0 215,506 9,469 0

28 2,720 67,964 0 8,970 344 0

24 3,883 7.027 0 11,215 344 0

20 4,134 6,030 0 7,977 1,181 0

16 4,767 7,315 77,780 7,453 176 0

12 17,497 12,503 8,199 30,571 304 14,001

8 1,871 3,429 1,493 7,137 576 527

4 857 1,588 582 3,171 136 182

*Total 95,889 174,522 88,054 292,000 12,530 14,710

*Note. Commodity abbreviations are as follows: C = Construction,
*E = Electronics, G = General, I = Industrial, M =Medical, T

Clothing and Textiles.

Two final points regarding the data base should be noted here.
First, the supply control files contain data only for items which
are family heads. If an item switched f rom family head to family
member during the time period examined, the demand for the item
as a family member would not be included in the study. Demand
for family members is "rolled up" to the family head. It should
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also be noted that the Supply Control Files used to build the
data base are collected after fiscal year-end processing (i.e.,
as of 1 October).

The other point relates to the item characteristic data mentioned
SuplyControl File. No eifort was made to track changes in the

itmscharacteristics over the years under consideration. This
appoac isconsistent with the idea of simulating the current
infrmaionavailable to the system for forecasting.

Tud rito Supply Control Files from FY 1977 thru FY 1984 were
use toobtain historic demand data for the study. A total of

67770 itmswhich were forecasted by SAMMS on September 30,
1984willserve as the population of items to be used in the

stuy.Quarterly data was collected for various categories of
demnd:recurring vs nonrecurring, FMS, and GFM.

2. Item Characteristics

As noted previously, one of the goals of the present study is to
match item characteristics with forecast accuracy to attempt to
determine which forecasting methods work best for which kinds of
items. This section will discuss the item characteristics which
were available on the FY 1984 Supply Control File, and will
evaluate these in terms of their usefulness in accomplishing this
goal.

A total of 35 variables or item characteristics was obtained from
the Supply Control File. Each of these variables was examined by
the study team to determine whether it would be a usef ul one to
attempt to relate to forecast accuracy.

A variable was not included in the study for one of three
reasons. First, any variable which was directly related to the
current forecasting method was not considered appropriate for

*inclusion in the study. If alternate forecasting methods were
* recommended, variables which relate to the exponential smoothing
* method performed by SAMMS would not be available for these items.

This criterion eliminated the following item variables f rom
further consideration: QFD, new QFD, demand value code (based on
QFD), single smoothing constant, double smoothing constant,
procurement cycle, safety level quantity, sum of forecast errors,
mean absolute deviation of forecast errors, alpha factor, out-of-
track signal, and forecast basis code.

* A second reason for eliminating a variable from the study relates
* to the distribution of items over the categories of the variable.

A variable for which a very large percentage of items have the
*same value is not very useful in the current context. As an
* example, age of item code and item category code would not be

useful variables in this study since all items have the same
values for these variables ('EI and '1, respectively). This
second c ,terion resulted in the elimination of the following
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variables: method of computation code (98% blank), future supply
* status code (97% 'N' for 'No Change'), VIP code (96% 'N' for
* 'Non-VIP', indicating quarterly forecast), and shelf life code

(98% '0', indicating no shelf life restrictions).

* The third reason for excluding variables from consideration is a
*"logical" or- "common-sense" one. There are some variables which

* would simply not be expected to be related to the ability to
*forecast demand for an item. Such variables should not be

included in the study, since they may lead to spurious findings.
* Based on the best judgment of the study team, the following

variables were eliminated for this third reason: months since
management assumed (based on last buy date), administrative lead
time, production lead time, fixed safety level, operating level,
annual non-recurring demand percentage, and storage mission code.
One final variable, essentiality item code, is assigned by
individual Supply Center and has no common meaning from center to

* center; it was, therefore, excluded from further consideration.

-- This screening process left a relatively small number of
variables to work with. The first of these was supply status
code. Al though only three categories ('1', 'A, and '6')

* accounted for 99% of the items in the population, this variable
-was f el t to have enough potential usef ul ness to be included in
* the study.

The second variable included in the study was months since system
entry, which is defined as the number of months between the date
of system entry and September 1984. This variable is an

* indicator of the level of activity of the item, which is expected
to be related to the ability of different forecasting methods to
accurately predict demand.

One f inal variabl e incl uded in the study was the weapon system
* indicator code. About half of the items in the population were
- non-weapon system items. Due to the recent increased emphasis on

weapon systems support within DLA, this variable was included in
the study.

To summarize, 35 item characteristics were initially examined for
inclusion in the study. Most of these variables were rejected
due to (1) their relationship to the current forecasting E E tem;
(2) their inability to differentiate between items, or (3) tl(
lack of a logical basis for their being related to demand
forecasting success. The variables which will be included in the
study are: supply status code, months since system entry, months

* since last demand, commodity code, and weapon system indicator
* code.

* In addition to these item characteristics, several variables were
created based on historical demand. These variables are:

- number of quarters of data used in forecast
- recurring demand quantity for last year .
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- recurring demand frequency for last year
- nonrecurring demand quantity for last year
- nonrecurring demand frequency for last year
- percentage of quarters with zero demand
- mean demand quantity for all available quarters
- standard deviation (SD) of demand
- mean of first differences of demand for all quarters

divided by mean demand quantity
- standard deviation of first differences of demand divided

by mean demand quantity
- percentage of demand three SDs above or below the mean

The first eight variables listed above require no additional
information. The next two variables are based on the first
differences of the demand series. The first difference is
eLtained by subtracting the demand for each quarter from the
demand for the subsequent quarter (e.g., demand for Quarter 2 -
demand for Quarter 1). The size of the mean of the first
differences of the demand is an indication of the amount of
fluctuation in the demand data (the larger the mean, the larger
the variability in the data). In addition, a positive mean
indicates that demands are increasing in size over the time
period under consideration (upward trend), while a negative mean
indicates the opposite (downward trend). The SD of the first
differences is an indication of the regularity of these trends in
the data. Both variables are divided by the average demand size,
providing a relative measure of the change from one quarter to
the next quarter.

B. Sample Selection

The population to be included in the present study consists of
677,705 items which were forecasted by DLA as of 1 October 1984.
It is obviously not desirable for the present study to compare
all forecasting techniques for such a large number of items. It
was therefore necessary that a sample of the total number of
items be obtained for use in the study. Additional samples are
also required to verify the results obtained using the first
sample.

The basic concept behind sampling is quite simple. If the goal
is to draw conclusions about some population (like the 677,705
items in this study), it is not necessary to examine the entire
population. Rather, a smaller group of representative items can
be selected for study. So long as the sanplle items are
representative of the population as a whole, there is reasonable
confidence that any findings which hold for the sample will apply
to the entire population as well. The most effective method for
ensuring the representativeness of the sample is to draw nembers
at random from the population. A completely random sample should
be representative of the population from which it was drawn.

It was determined that 1% samples of the population would be
selected for study. The resulting number of ilerns would be large
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enough to adequately represent the entire population, yet is a
manageable size for comparing the various forecasting methods.

Three 1% samples were selected randomly from the population of
items. The three samples were selected in turn, and any item
included in one sample was excluded from subsequent samples. The
sample sizes were 6,829 items, 6,815 items, and 6,499 items,
respectively, for the three samples.

Appendix B presents a comparison of the population and three
samples on three variables: commodity (Table B-l), supply status
code (Table B-2), and number of quarters of demand data available
(Table B-3).

Table B-1 presents the distributions of the sample and population
items by commodity. In general, all samples appear to be
representative of the population on this variable. Sample 1 has
a slightly greater proportion of items in Construction and a
slightly lower proportion in General, when compared with the
entire population. Sample 2 has a slightly higher percentage of
items in Industrial, and slightly lower percentages in
Construction and Electronics. Finally, Sample 3 has a larger
proportion of Industrial items, and a lower percentage of
Electronics items, than the population. None of the above
differences are considered significant.

Table B-2 shows the supply status codes (SCC) for the population
and three samples. Sample 1 has a slightly larger proportion of
SSC "1" items than the population. Aside from this, there are no
apparent differences among the three samples and the population
on this variable. Table B-3 shows the amount of data available
for the items in the population and samples. Sample 3 has a
slightly larger proportion of items with all 32 quarters of
demand data. Otherwise, there were no significant differences
between the population and samples.

In summary, three random 1% samples were drawn from the
population. A comparison of selected characteristics showed that
all samples appeared to be representative of the population as a
whole. Sample 1 was used to conduct the preliminary analyses
involved in the study. Samples 2 and 3 were used to validate the
findings obtained using Sample 1.

C. Forecasting Procedures

The basic procedure followed in the study was to forecast each
item in Sample 1 with each of the 18 forecasting methods. The
items had from 4 to 32 quarters of data available. The procedure
followed in all cases was to withhold the four most recent
quarters of data to assess the accuracy of the model, and use the
remaining data to fit the model. This meant that those items
with only four quarters of data were eliminated from the study
(59 items, or 0.8% of the sample, were eliminated for this
reason). Also, any item which had zero demands in all but the
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last four periods was excluded from further study (358 items, or
5.3% of the sample, were excluded for this reason). Theseexclusions left a total of 6,412 items remaining in the sample.

All of the exponential smoothing methods require the use of at
least one smoothing parameter. For each of these methods,
individual parameters were found for each item. This was
accomplished by testing 11 different values (0 to 1 by increments
of .1) for each parameter. The value which produced the smallest
root mean square error (RMSE) for the one-period ahead forecasts
for all periods was the one used to forecast that particular
item. In the cases of the Holt and Gardner methods, 121 and
1,331 parameter combinations (respectively) were tested for each
item. A listing of the various parameters' frequency of
occurence is shown in Appendix C.

The SAMMS version of double exponential smoothing was included in
the study as a baseline against which other methods could be
compared. For purposes of comparison with other methods,
individual parameters were calculated for each item. In addition
to the basic formulas, SAMMS takes two additional actions in its
computation of the forecasts which were included in this method's
calculations. First, any forecast which was less than 1 was set
equal to 1. Second, if a forecast was negative, it was replaced

. by the average of the two most recent quarters of demand, as were
the single and double smoothed averages.

The decomposition of the data was accomplished using the ratio-
to-moving averages classical decomposition method as described in
Makridakis (25). This method involves replacing each raw data
point with a centered 4-quarter moving average. The resulting
values are free of annual seasonal influences. The method goes
on to derive seasonal factors for each quarter, which are based
on the proportion of each quarter's demand to the overall demand
for each year. The deseasonalized data stream is then forecasted
using one of the eight methods described earlier. The resulting
forecasts are multiplied by the corresponding seasonal factor in
order to arrive at the final forecast.

It should be noted that the decomposition procedure results in
the loss of three data points: two at the beginning of the
series, and the final point in the series (this is due to the
fact that the moving average is centered).

The two moving average methods are the only ones which are
affected by the loss of additional data points when the data are
deseasonalized. For the 4-quarter moving average, items with
only eight quarters of data could not be forecasted, while for
the 8-quarter moving average, items with 12 or fewer data points
could not be forecasted. This meant that these methods were
applied to fewer items than the other methods. Specifically, 86
items could not be forecasted using the 4-quarter moving average
with the decomposed data, and 797 items could not be forecasted
using the 8-quarter moving average.
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All of the exponential smoothing methods employed backcasting in
order to determine initial values for the key terms in the
equations. Backcasting, a technique introduced by Box and
Jenkins (19), involves reversing the order of the data in the
series, and applying the forecasting method to the reversed data.
The values for terms at time zero are then used as initial values
in the actual forecasting procedure.

As noted previously, forecast accuracy was assessed over the last
four periods only. For each method, two different forecasts were
generated. The first was a short-term, or one-step ahead
forecast. This forecast uses the actual data from the most
recent past period to compute the forecast for the next period.
For example, in single exponential smoothing, the one-step ahead
forecast for the 32nd quarter (assuming 32 quarters of data)
would include the actual demand up to and including the 31st
quarter.

The other forecast generated will be referred to as the long-term
forecast. In this forecast, it is assumed that we are currently
at period 28 (again assuming 32 quarters of data) and must
forecast the demand for periods 29-32. Since the demands for
these latter periods are unknown, they cannot be included in the
forecast. It should be noted that for the methods which fail to
take trend or seasonality into account (such as simple
exponential smoothing), the four long-term forecasts will all be
equal to the first one-step ahead forecast. This is not the case
for methods which do take trend into account. Double exponential

*smoothing, for example, multiplies its trend term by the number
* of periods ahead to be forecasted, resulting in a different long-

term forecast for each of the four withheld periods.

* Appendix D provides an example of the two forecasts generated.
The appendix illustrates the two approaches for both single

* exponential smoothing and double exponential smoothing.

* In the application of forecasting to the inventory environment,
the forecasts must be made over a long horizon (for DLA, the
length of the leadtime plus the procurement cycle). Obviously,
there is no information available concerning the demand for
subsequent time periods. Therefore, it would appear that the

* long-term forecasts, and the error associated with these
forecasts, are a more appropriate measure for use in the present
st udy.

The measure of forecast accuracy used in the study is the root
mean square error, (RMSE) as described by Armstrong (26). The
formula for the RMSE is:

RMS = (Xn -Ft2n
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where Xt is the actual demand for time period t
Ft is the forecast for time period t
n is the number of time periods over which the error is
calculated (n=4 in the analyses presented here).

The RMSE produces large penalties for lazge forecast errors by
squaring the error term in the numerator; otherwise, it is
similar to the mean absolute deviation (MAD; see reference 26, p.
321).

V. ANALYSIS

A. Results of Preliminary Analyses

1. Introduction

This section describes the results of three preliminary analyses
conducted on the first sample. The goal of these analyses was to
compare all of the forecasting methods identified previously in
order to eliminate from further consideration those methods which
were poor performers.

Prior to the comparative analyses, a first step in the analysis
was to attempt to get some indication of the existence of trend,
seasonality, and randomness in the demand data streams for the
items in the sample. This was done by computing autocorrelations
for the first four lags. These were then compared to a 95%
confidence interval obtained by multiplying plus or minus 1.96 by
the estimate of the standard error (the standard error estimate
is 11,1/N , where N is the total number of data points in the
series). If none of the first four autocorrelations was outside
this interval, then the item's demand series was considered to be
random (that is, having no identifiable pattern). If the fourth
autocorrelation only was outside the interval, the data stream
was considered to be seasonal. If the first three or all four
autocorrelations were outside the interval, the demand contained
trend. Finally; if one or more of the four autocorrelations were
outside the limits (other than the fourth), the series was
assumed to contain some pattern other than trend or seasonal.

Based on the procedure described above, 79% of the items in the
sample were judged to be random (no identifiable pattern). An
additional 1.9% had trend in their demand streams, and 1.5% had
seasonal demands. The remaining 17.5% of the items had some
pattern to the demand other than trend or seasonal.

These results will be helpful in the comparison of the
forecasting methods to be presented in this section. It should
be noted, however, that the use of the autocorrelations as
described above is a convenient but weak indicator of the
existence of trend and seasonal patterns.
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2. First Preliminary Analysis

Table 3 presents the long-term RMSEs for all 18 forecasting
methods. The table shows the average and median RMSEs, and the
sample standard deviation of the errors, for the 6,412 items
sampled (it should be recalled that the two moving average
methods which used the decomposed data were not applied to all
items in the sample). The table also shows the ranks of each
method based on the median and the standard deviation of that
method. The methods in the table are listed in order of
increasing average RMSEs.

As the table shows, the 8-quarter moving average (MA) applied to
the deseasonalized data (Dec MAS) had the lowest average RMSE
score. As noted previously, however, this method could not be
used for 797 (12.4%) of the items in the sample. The number one
ranking of this method fails to take this into account, and must,
therefore, be viewed with some caution.

*- The study's approximation of the current SAMMS forecasting method

ranked fifth overall. Single exponential smoothing (SES) and the

two moving average methods, in addition to the decomposed moving
average, performed better than the SAMMS version of double
exponential smoothing.

The sample standard deviation (SD) is a measure of dispersion;
that is, it provides information regarding how spread out the
error scores were across all items in the sample. As the table
shows, the SDs for all methods were quite large. This suggests
that each method works well for some items, but quite poorly for
other items. The current SAMMS method ranked sixth when SD is
considered.

Given the large standard deviations observed, the average RMSE
discussed above may not be a good measure by which to judge
methods, since a few items with very large errors will have a
large influence on this measure. Table 1 also shows the median
scores for each method. The median (or 50th percentile) is that
value which half the items in the sample score higher than; the
other half obtain lower scores than the median. As the table
shows, the decomposed 8-quarter MA performs quite poorly on this
measure. The best methods are the two moving averages, SES, and
the mean.

When all three measures (mean, SD, median) are considered

together, single exponential smoothing appears to be the single
"best" method. SES ranks in the top three on all three measures,
and is the only method which does consistently well on all
measures. The difference between the average Rr-SEs for the

current SAMMS method and SES represents a 3.5% decrease in
forecast error (recall that both methods are using optimized
alpha values for each item).

Several additional points should be noted regarding the data

. . .



Table 3

ERRORS FOR 18
FORECASTING METHODS FOR SAMPLE 1

RMSE Rank Based on:

N-;thod Mean SD Median Median SD

•)ec MA3 114.9 629.6 7.71 16 1
SEC, 12'7.4 1885.0 6.93 3 2

MA4 129.6 19?0.5 6.83 1 7
MA8 129.6 Ii,0.5 6.83 2 8
SAM1MS 132.0 1905.1 7.02 5 6
Gardner 134.3 1886.1 7.26 8 3

, DES 135.5 1891.0 7.32 9 4
Trigg-Leach 137.9 1941.6 7. 39 1'2 9
Dec Naive 139.8 2394.7 7.07 6 15
Mean 140.8 1907.6 6.;8 4 5
Dec SES 142. 3 2303.4 7. 38 11 10 •,

Dec MA4 143.6 2408.8- 7.44 13 .6
Dec SAM-'S 144.4 2343.9 7.35 10 1i,
Dec Trigg-Leach 145.4 2373.9 7.50 14 13
Dec Mean 154.4 2361.0 7.60 15 12
Dec DES 14 .7 2293.3 8 .75 1: 14
Holt 180.3 2598.2 8.53 1. 17
Naive 274 8 7004.0 7.11 7

NOTE. Methods abbreviations are as follows:
SAMMS = current SAMMS method
SES = single exponential smoothing
DES = double exponential smoothing
MA4 = 4-quarter moving average
MA8 = 8-quazter moving average

"Dec" refers to decomposed or deseasonalized data.
See text for further explanation.
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presented in Table 3. With the exception of the 8-quarter MA,
all of the methods applied to the deseasonalized data performed
poor ly. The best of these methods, the naive forecast, ranked
9th on average RMSE and 6th on median RMSE. These results
confirm the results of the previous analysis which showed that

only a small proportion of the items in the sample have seasonal

The above observation also holds true for trend as well as
sea so nal ity. The results of the autocorrelation analysis showed
that less than 2% of the items in the sample have identifiable
trends in their demand streams. Table 3 indicates that methods

*which forecast trend, including Hol t's and Brown's double
exponential smoothing, do quite poorly. By contrast, methods
which ignore any trend in the data, including SES, the moving
averages, and the current SAMMS method, are relatively accurate.
This is further supported by the superiority of Gardner's model,
which damps the trend term, over the Holt method.

One reason that the trend methods do poorly is that there are f ew
items in the sample whkch exhibited any clear trend over the time
period under study. A second reason for the poor performance of

* these methods is that the large amount of noise in the data tends
* to inf late the trend terms of those methods which employ them,

thereby increasing the error for these methods.

3. Second Preliminary Analysis

The statistics provided in Table 3 represent one measure for
comparing the forecast accuracy of the various methods. An
alternative approach might be to compare the methods based on how
often each method was the best one for each item. That is, how

*often did each method produce the smallest RMSE of all 18
methods? This question was answered by ranking the 18 methods

*from lowest to highest RMSE for each item separately, then
*counting the number of times a method received a rank of 1. The

results of this procedure are shown in Table 4. The table shows,
for each method, the number and percentage of items for which

* that method produced the most accurate forecast. Note that it is
quite possible for two or more methods to be tied for "first
place" (especially since error calculations were carried out to
only two decimal places). The numbers shown in the table include
the number of times a method tied for first place, regardless of
the number of methods involved. For this reason, the numbers in

* the table do not sum to the total number of items in the sample.
The methods are listed in order of decreasing first place scores.

* The method which produced the best forecast for the largest
number of items was the naive (last period's demand) method.
This is perhaps rather surprising in view of the poor performance
of this method when judged against the criteria presented in
Tabl e 3. The naive method's average RMSE and SD of errors is
significantly higher than those of the other methods. The

* conclusion to be drawn from these two sets of data is that for
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Table 4

NUMBER OF FIRST PLACE RANKS
FOR EACH OF 18 FORECASTING METHODS

Method Number Percent

Naive 981 10.0%

MA4 795 8.1%
MA8 795 8.1%
Dec Naive 772 7.9%

Holt 768 7.8%
Trigg-Leach 749 7.6%

Dec DES 653 6.7%

Mean 646 6.6%
Gardner 524 5.3%
DES 467 4.8%
Dec Mean 457 4.7%

Dec MA3 443 4.5%
Dec MA4 357 3.6%
Dec Trigg-Leach 346 3.5%

SAMMS 315 3 2%
SES 284 2.9%
Dec SES 279 2.3%
Dec $AMMS 180 1.8%
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some items, those whose demand changes very little from one
period to the next, the naive method produces better forecasts
than any other method (note that items with many quarters of zero
demands fit this category). For the remaining items, however,
the naive method performs very poorly; the errors that it does
make are large ones.

This same type of explanation can also be applied to the
relatively poor performance of SES shown in Table 4. Given the
findings shown in Table 3, this method appears to be a mediocre
performer for all items. It does not do very well for very many
items, but neither does it do very poorly for many items. In
short, the data presented in the two tables clearly represent two
different criteria for judging forecast accuracy.

Both of the moving average methods perform quite well when the
data in Table 4 are considered. Further analysis of these two
methods showed that for those items for which they are the most
accurate, they are almost always tied with each other for this
distinction. For example, the two methods tied for 1st place on
570 items, and each was the single best method for only eight
items. This seems to clearly indicate that both moving averages
are providing the same information in the forecast, and are
equivalent in forecast accuracy.

As stated at the outset of this section, one of the :oals of
these preliminary -analyses is to select a subset of "best"
forecasting methods to be used in subsequent phases of the study.
As the comparison of the two sets of results in Tables 3 and 4
suggests, however, the term "best" depends upon the particular
application. If we were interested in implementing one single
method for all items, then the criteria of Table 3 would be
appropriate, and single exponential smoothing would probably be
the method of choice. If, however, we were willing to maintain
multiple forecasting methods, we could select the best method for
a group of items by using the criterion of Table 4. Each method
would be used to forecast only those items for which it was the
most accurate. In this latter system, each method would be
extremely inaccurate for some items, but that method would never
be applied to those items. In short, the more forecasting
methods we are willing to apply, the more likely we are to
increase forecast accuracy, since some methods work best for some
items, while other methods work best for other items.

4. Third Preliminary Analysis

The results presented in Table 4 do not directly address this
issue, since they do not indicate how different forecasting
methods perform in conj unction with each other for all items

*considered. Thus a third criterion for assessing the best subset
*" of methods is to determine which group of methods, produces the

lowest forecast error, when each method in the group is used to
forecast only those items for which it is the most accurate
method. One way to accomplish this would be to test all possible
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combinations of methods of a given size, and compare the RMSEs
resulting from each combination. That combination with the
smallest average RMSE is the best set of methods for that given
size. For example, all possible combinations of two forecasting
methods could be formed. For each item, the method which
produced the smaller of the two RMSEs would be used to make the
forecast. The average error across all items would then be
computed. The procedure would be repeated for all remaining
pairings of methods, and the pairing that produced the smallest

. RMSE would be the best possible combination of two methods. The
entire procedure would then be repeated with all combinations of
three forecasting methods, and so on. Since each additional
method will forecast some items more accurately, adding an
additional method will always decrease the forecast error. At
some point, however, the cost of maintaining an additional
forecasting method would outweigh the relative gain in forecast
accuracy.

The procedure described above is the one that was used here to
select the best subset of forecasting methods. An additional
question, however, was whether to use the actual RMSE scores or
the ranks in the procedure. The problem with using the actual
error scores is that there may be some items which have extremely
large errors for some methods, and these items may unduly
influence the choice of the forecasting techniques. Using the
ranks of the scores (when the methods are ranked within each
item) avoids this problem, since the range of scores is the same
for each item. Using ranks, however, means losing a great deal
of valuable information concerning the magnitude of the
differences between methods for each item.

This problem was resolved for purposes of the present analysis by
standardizing the error scores within each item. Standard
scores, or z-scores, measure how far each raw score is from the
mean of the raw scores, in standard deviation units. The mean of
z-scores is 0 and the standard deviation is 1.

The standardizing procedure was carried out for each item
separately. This was accomplished by first calculating the mean
and the standard deviation of the 18 errors generated by the
forecasts. Z-scores were then computed by subtracting the mean
from each error score and dividing this difference by the
standard deviation. The resulting score indicates how far from
the mean the error score is in standard deviation units. For
example, if the mean of the error scores was 50 and the standard
deviation was 10, then an error score of 60 would have a z-score
of +1, while an error score of 45 would have a z-score of -.50.

The z-scores were substituted for the raw error scores in the
subsequent analysis. Using the standard scores rather than the
raw scores decreases considerably the variation between items in
the sample while maintaining much of the information regarding
the magnitude of the differences between forecasting methods.
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The procedure used here, then, tested all possible combinations .
of forecasting methods using standardized scores. All
combinations of sizes one through seven were examined. The best
combination of a particular size was the one which produced the
smallest long-term RMSE. One remaining problem was how to
address the fact that the two moving average methods using the .
deseasonalized data could not be applied to all items. For the
purposes of this analysis, these methods were given a z-score of
+5 for each item they could not forecast. The +5 score was
chosen as representing a score 10% greater than the largest z-
score obtained for any method which actually does forecast an
item.

The results of this process are shown in Table 5. The table
shows the best methods for subsets ranging from size 1 to 7. The
third column of Table 5 provides the sum of the z-scores across
all items in the sample. Since a negative z-score represents a
RMSE score which is lower than the mean, the numbers in this
column represent lower average RMSEs. The last column of the
table shows the percent improvement that each subset of methods
represents over the next smaller subset. For example, using the
best subset of two methods (Mean and Dec SES) results in a 125%
decrease in the sum of the 2-scores (across the entire sample)
from using just the one best method (SES).

Table 5

STANDARD SCORES FOR SELECTION OF
BEST SUBSET OF 18 FORECASTING METHODS

No. of Best Sum of Percent

Methods Subset Z-scores Change

1 SES - 2094.7 -

2 Mean, Dec SES - 4715.6 125.1%

3 Mean, Holt, Dec Naive - 6014.2 27.5%

4 Mean, Holt, - 6589.4 9.6%
Naive, Dec Naive

5 Holt, Dec Naive, - 7087.9 7.6%
Naive, Dec Mean, SAMMS

6 Holt, Dec Naive, Mean, -7452.4 5.1%
Naive, SAMMS, Dec DES

7 Naive, Dec SES, Dec Mean, - 7768.8 4.2%
SES, MA4, Mean, Trigg-Leach
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Table 5 shows that SES is the best single method, thus confirming
the conclusion previously drawn from the results presented inj
Tabl e 3. Table 5 also shows the improvement in forecast accuracy
which can be gained from the use of multiple forecasting methods.
This can be seen more readily by comparing the raw RMSE scores,
rather than the z-scores, for these methods. The average RMSE
which results from the use of the best subset of four methods is
108.7, compared with the average RMSE of 127.4 for SES (see Table
3). This represents approximately a 15% reduction in forecast
error.

Examination of the percentage changes shows that the relative
decrease in forecast error slows considerably when subsets of
more than three methods are examined. Going f rom three to four
methods, however, means adding the naive method to the first
three. Since the naive is the least costly method to compute,
and since its inclusion results in an additional 9.6% reduction
in the z-score total, it was decided to use the 4-method subset
(mean, Hol t's exponential smoothing, naive, and the naive with
deseasonalized data) in subsequent analyses.

Comparison of this best subset of four methods with the results
presented in Table 4 shows the two procedures to be in
reasonably good agreement. The best possible subset contains
three of the five top ranked methods shown in Table 3, as well as
the 8th ranked method. These four methods together were the best
or tied for the best method for about one-third of all the items

*in the sample. The only major inconsistency between the two sets
* of results is the failure of the moving average methods to be
* included in any of the best subsets until the one with seven

methods. Table 4 shows that the moving average method produced
the most accurate forecasts for 8% of the items in the sample.

* The approach for finding the "best" subset suffers from at least
one major drawback. The error figures of Table 5 might be

* considered the maximum possible error reduction achievable, given
perfect knowledge of which method to use. The approach assumes
the ability to determine perfectly which method should be used
with each item. For purposes of the analysis presented here, it
was possible to test all methods against all items. In actual
practice, however, this cannot be done, and perfect

*classification is not possible. That is, the criteria used to
determine which method to use for which items will not work
perfectly. Some items will be forecasted using a method otherV

* than the best method.

5. Synopsis of Preliminary Analyses

yien the limitation noted above, it seems prudent to synthesize
te findings of the three analyses presented in Tables 3-5 in

order to choose a best subset of methods for subsequent phases of
te study. Specifically, the results shown in Table 3 suggest

that single exponential smoothing be included in this subset, as
rit is the best individual model for the sample overall. As noted

33



previously, the results of the other two analyses agree
reasonably well, and argue for the inclusion of the naive, mean,
Holt, and deseasonalized naive methods. Additionally, 4-quarter
moving average is the best method for a relatively large number
of items. This suggests that this method be included in the best
subset as well.

To summarize, the analyses reported here have compared several
different methods for reducing the number of forecasting methods
to be included in subsequent phases of the study. Based on these
procedures, the following methods have been selected for
inclusion:

- single exponential smoothing
- 4-quarter moving average
- naive (last period's demand)
- mean
- Holt's exponential smoothing
- naive using deseasonalized data

B. Results Of Averaging Forecast Methods

The next step in the analysis was to examine various combinations
of the six forecasting methods, identified in the previous
subsection, by averaging the forecasts produced by the methods.
These methods, along with their abbreviations, are as follows:

- single exponential smoothing (SES)
- 4-quarter moving average (MA4)
- naive (last quarter's demand) (NAIVE)
- mean (MEAN)
- Holt's exponential smoothing (HOLT)
- naive using deseasonalized data (DECNAIVE)

Two different procedures for averaging the forecasts produced by
the different methods were examined here. The first was a simple
average of the forecasts (AVG); averages of two methods at a time
and three methods at a time were examined. The other used a
weighted average (WTDAVG) with the weights based on the error
produced by the method during the previous period. The equation
for the weight for each forecast was:

n
wt, i  - 1 - (et-l,i /Eet-l,j)

j=1
where

wti is the weight assigned to the forecast from

method i for period t

eti is the error for method i in period t

n is the number of methods involved.
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The statistical measure used to compare the forecast error
between different methods was the root mean square error (RMSE).

The RMSEs for the unweighted and weighted averages of the
combinations of two methods are shown in Table 6. In all cases,
adding a third method to the average did not decrease the error
significantly, and these results are not shown here.

The single best combination using both unweighted and weighted
averages used single exponential smoothing and the 4-quarter
moving average. The RMSE for the average of these two methods
was just slightly lower than the error for single exponential
smoothing itself. The unweighted and weighted averages represent
improvements of 3.9% and 3.7%, respectively, over the current
SAMMS method. Both the unweighted average (AVG) and the weighted
average (WTDAVG) of single exponential smoothing and the 4-
quarter moving average will be included in the attempt to predict
item groupings, which is the next step in the analysis.

C. Prediction Of Item Groupings And Forecast Methods

The goal of this phase of the analysis was to examine the
relationship between item characteristics and item groupings
based on forecast methods. This was accomplished using
discriminant analysis (DA).

DA is a multivariate data analysis technique which is used to
discriminate (and predict) between two or more groups based on a
set of independent variables. This procedure allows the user to
select from among a large set of variables those which are useful
in separating the groups. This is done by finding linear
combinations of variables which yield similar values for items in
the same group, and different values for items in different
groups (27). These linear combinations, known as discriminant
functions, can then be used to develop a set of classification
rules which can be used to predict group membership. The
comparison of the predicted group membership and actual group
membership is a measure of the usefulness of the analysis.

The first step in the analyses performed here was to place each
item into a group. The number of groups was determined by the
number of forecasting methods compared in each analysis. For
each item, the RMSEs for the different forecasts were examined,
and the item was placed into the group corresponding to the
forecasting technique which produced the smallest error for that
item. For example, one analysis looked at two methods: the 4-
quarter moving average (MA4) and single exponential smoothing
(SES). Thus there were two groups of items, corresponding to
these two methods. Each item was placed in one of the two groups

* depending on which of the two forecast methods produced the
* smaller error. One group consisted of all those items forecasted

more accurately by SES, while the other consisted of items
forecasted more accurately by MA4.
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Table 6

RMSES FOR AVERAGES OF TWO FORECASTING METHODS

UNWE IGHTED AVERAGES

Method SAMMS SES MA4 MEAN NAIVE HOLT DECNAiVE

A:.IMS 131.97
SES 129.08 127.39
MA4 129.35 126.76 129.56
MEAN 132.51 131.76 131.16 140.85
NAIVE 134.16 131.36 133.32 134.16 143.28
HOLT 150.81 147.82 149.78 149.01 154.25 130.77
DECNAIVE 131.55 129.23 130.61 134.18 134.75 150.88 139.78

WEIGHTED AVERAGES*

SAMMS SE,3 MA4 MEAN NAIVE HOLT

SAMMS 131.97

SES 129.91 127.39 Il

MA4 127.63 127.12 129.56
MEAN 163.11 163.05 159.26 140.85
NAIVE 130.14 130.13 133.72 162.31 143.28
HOLT 136.74 135.82 138.97 157.11 144.24 130.77

* The DECNAIVE method was not included in the weighted averages,

Note: Numbers on the diagonal are the mean RMSEs for that
method by itself.

.
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Once the actual group membership for each item was established,
the DA procedure was utilized to select those item
characteristics most useful in predicting which group the item
should be in, and to develop discriminant functions which could

*then be used to predict group membership. The success of this
prediction was measured by examining the percentage of items
which were correctly classified into each group. In addition,

4 forecast errors were calculated for each item using the
predicted group to select the forecast method, and these errors

* were then compared.

* A total of 15 variables were included in the discriminant
analyses:

- months since system entry
- months since last demand
- proportion of quarterly demands + or -3 standard

deviations (SDs) from mean demand
- unit price
- weapon system item (yes-no)
- supply status code ('1' vs. anything else)
- VIP code (VIP vs. non-VIP)
- demand quantity (last 4 quarters)
- demand frequency (last 4 quarters)
- number of quarters of demand data available
- "coefficient of variation" (SD of demand -mean of

demand)
- "first difference ratio" (mean of first differences-
mean of demand)

-three variables based on t he f irst f our
autocorrelation functions (ACFs):

- seasonal (yes-no; fourth ACF significant)
- trend (yes-no; 1st 3 ACFs significant)
- other (yes-no; other ACF significant)

The DA procedure was used to select the best subset of these
*items to use in predicting group membership. Table 7 presents
* the results of these analyses.

The first two columns of the table show the best possible RMSE
(total and average for all items) for each method -- that is, the
error obtained when each item is forecasted with the one method
in that grouping which produces the lowest error for that item.
Note that these are the errors which would resul t f rom the
ability to predict which forecast method to use for each item
with 100% accuracy. As the entries at the bottom of the tabl e
indicate, the combinations of three, four and six methods had
smaller best possible errors than any of the pairs of methods.

Column 3 shows the results of the DA in terms of the percentage
of correct classifications - that is, how often, based on the
best combination of item characteristics, the procedure placed
the item into the correct forecast method/group. As these

* figures show, none of the forecast method groupings were

37,



F.PEDICTED !'EI k .] IG

'

Best Possi,Ie Error 1% 'orrectli ;ctual Err:, Worse 9,D--

. q.etI  ... ,4 ...,1 c lassifled Meaile~ Iha et :o ,,.

14l -2 1 4 . ! ., 6) :.7.

IEE~ 1,1 0°9l .iqB 56,2., 3.^,7- . '7.2 , j . -4,4i

-"Es :K Y~41VE 7796 .1 11, P_ 111 . 9 1 i12517." 7 !2 ., -2 ,2% - 0,"
'AMMS OUE I VE 762314. 1 ;18. 29 5; .0 01. T al '.:". 7 125.55. -S. . 6'

]AM 5~~~ ~ 54 40403 t18 , 5.2 91462, 7 127., 4. 8Z -;6

)la4~ ~ "rla, " 7 4 .6 12¢1 17 7Z 59..111. 3, i8. 7 "
Is .,, - 7 7;2, . 7 . . 7

BeSt Ps 7401"7, I .E 9A Cor rc u,; ,1 Er1, 7 Wose -0:
p- C) NALT E 7 7 5 .1 12 .04 57, 6,),, 5 3h7

- A4 .w1 759M .8 11852 56.2 69c57 " .1" 9.172".

7b'J3NAIC15q!.l1 11Q94 6.21 337. 6. z% 44

7 E ..... 7 7,.3 118.2! 5'.9% 21252.7 .. .2 ,.
EAM;MS- DECNAIVE 762o31.,.4.1 28.39, 51.0"% 0 64 8127'7 267 26.67 -4,, 7%

355 flEN 77,P9S43. !2,,)7 54., 91 774201.6 .272 4.,5% -,T0

SE AN 7 ; 1. t 7.

EAMLT *9EA.N !'4 o240.7 107.9 5]2 . 6' 1 8 50. I 27.2 g4,04 ->4 ,2

"A4 -ECN4:TvEC4;V .754. 1 105. , . ' 57,% 822 . . . . :uZ s 55. I, -7.,"2

o:0 ' e r in parenhese 11r .52 7o.nui 7eet ' 1o 1,.

- ..? 4L f ,, C 0 1- A I A

T 91679.8 :l2.65 5'IF. :"I.1 14,:)7

' N KE -L 21828.4 12,51 5697% ql'iS5.1 !4. 20.1% t2.41

-1'7 DE NM'JE :r5294. 6 1:.: 54.77% 107324.1 1Q1-24 :so Y

EAIN NAIYE
HILT 5E[4?JE 6921-61.7 07. 95 7845.1 7.4 2.%' "

HE5 NAIVE IEN
11A4 -iCLT DECY4A:YE K77 Q53 7.~ 21. !113.45 2. -

Nlot e: Nuabers in parentheses are coluan nuaflert. Bee te~t for r~rts

38

. . . . .



predicted very accurately by the DA procedure. Generally
speaking, classification accuracy decreased as the number of
groups increased. This is due to the fact that the groups are
not very different from each other, at least not in ways which
can be predicted from the item characteristics available.

The next two columns of the table show the actual error that was
obtained by using the classifications produced by the DA. The
entries in the top part of the table (that is, the 2-method
groupings) are listed in order of increasing actual error. The
best method was a combination of single exponential smoothing
(SES), the 4-quarter moving average (MA4), and the average of
these two methods. This particular method (SES/MA4/AVG), which
was developed in conjunction with the DA procedure, will be
described in detail shortly.

None of the 3, 4, or 6-method subsets performed particularly
well. The best of these (all 6 methods) ranked tenth overall in
actual error. The reason for this is shown in the next column of
the table. This column shows the percent difference between the
best possible error (given perfect prediction) and the actual
error. The groupings of 3, 4 and 6-methods had at least 20%
difference between the best possible error and the actual error.

Finally, the last column of the table shows the percentage
difference between each grouping of methods and the current SAMMS
method. Note that in the comparisons with SAMMS in this table
(and all subsequent tables as well), negative signs indicate
improvement in forecast accuracy. For example, the combination
of SES, MA4, and the average of the two produced an error which
was 4.6% lower (more accurate) than the SAMMS method.

This best method, the combination of SES, MA4 and their average,
requires some explanation. The SES/MA4 average was the best of
all averaging methods. Since the accuracy of the classification
procedure resulting from the DA was low, an alternative
forecasting method was developed. This method used SES or MA4 to
forecast the item only if the probability of making the
classification was reasonably high. If the choice between the
methods could not be made with confidence, then the average of
the two forecasts was used.

The probabilities referred to above were obtained from the DA
procedure. The analysis generated a linear prediction equation
for each group known as a classification equation. A
classification score was then computed for each group by
multiplying an item's values for the variables in the equation by
the corresponding coefficients. Given certain statistical
assumptions, each classification score can be converted into the
probability that an item belongs in a group.

The procedure employed here involved calculating these
probability values for the item groupings corresponding to the
two forecast methods, SES and MA4. The cutoff values used to
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decide whether or not to classify were determined empirically.
That is, all possible combinations of the two probability values
were examined, and the errors compared. The two probabilities
which produced the lowest error were used as cutoff points.
This procedure resulted in decision rules as follows:

- if the probability of being in the SES group was equal to

or greater than .55, use SES to forecast.
- if the probability of being in the MA4 group was equal to

or greater than .75, use MA4 to forecast.
- if neither of the above, use the average of SES and MA4 to

forecast.

These decision criteria resulted in the selection of the average
for the majority (62%) of the items. Exponential smoothing was
used for 36% of the items, while the MA4 method was selected for
only 2% of the items in the sample.

The results shown in Table 7 suggest that the use of multiple
(i.e., more than two) forecasting methods could potentially
produce significantly more accurate forecasts than the use of a
single method. The variables used here, however, could not
successfully predict which method to use for which item. The
actual errors observed, therefore, suggest the use of no more
than two forecast methods at a time.

The DA procedure described above will lead to overly optimistic
results, since all classification scores are optimal for the
items in this particular sample. In fact, all of the analyses
presented to this point will be biased, since all procedures were
developed and then tested on the same sample. Therefore, it was
necessary to evaluate the methods using the additional samples

selected randomly from the population.

D. Validation of Findings

1. Results for Additional Samples

Based on the results presented in the previous sections, the

following forecast methods were selected to be tested on

subsequent samples:

- SAMMS method (alpha = .2)
- SAMMS method (alpha = .1)
- SAMMS method (individual alpha for each item)
- SES (alpha = .1)
- SES (individual alpha for each item)
- MA4

- AVG (alpha = .1)
- AVG (individual alpha for each item)
- WTDAVG (alpha = .1)

- SES/MA4/AVG (alpha = .1)
- SES/MAd/AVG (individual alpha for each item)
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- SES/MA4/WTDAVG (alpha =.l)
- SES/MA4/WTDAVG (individual alpha for each item)

The "alpha" referred to above is the smoothing constant used in
the equations for the corresponding techniques. Note that these
methods represent the current system (SAMMS), two alternative
methods (SES and MA4), weighted and unweighted averages of the
alternative methods, and the combination of the methods based on
the classification function developed using the items from the
first sample. In addition, each of these was examined (1) using
the best single value for the smoothing constant alpha, and (2)
using individual smoothing values for each item.

As discussed previously, two additional random samples (of 6,815
and 6,499 items, respectively) were drawn from the population.
Each of the forecast methods named above was applied to the items
in the second and third samples. The resulting forecasts for the
last four periods were compared to the actual demand, and the
four step-ahead RMSEs were calculated. In the case of the
SES/MA4/AVG method, the cutoff probabilities developed from the
first sample were applied to the other two samples.

The RMSEs for the original sample, along with the two additional
samples, are shown in Table 8. Examination of the average errors
shows that the magnitude of the forecast error varied
considerably from sample to sample. Specifically, the error was
greatest in the second sample, and smallest in the third sample.
In addition, the relative error of the various alternative
methods compared to the SAMMs baseline method varied across the
three samples. For example, the maximum improvement of any
method over the current SAMMS procedure was 3.2%, 4.2%, and
1.1%, respectively, in the three samples.

The table also shows the rankings of the various forecast methods
in each sample. Rankings are from the smallest RMSE (with a rank
of 1) to the largest RMSE (with a rank of 13; the baseline method
was not ranked). These numbers show that the relative
performance of the forecasting methods also varied across the
three samples. For example, the SES/MA4/WTDAVG method, which
produced the smallest forecast error in the first sample, was
ranked 3 and 7 in the second and third samples, respectively.

Despite these types of differences, similarities across the
samples are also apparent. The best overall methods were the
weighted average, using a smoothing constant of .1 or individual
alphas for each item. Other consistently good performers were
the SES/'MA4/WTDAVG method, again using both the .1 and individual
alphas, and the SES/MA4/AVG method using individual alphas. The
best of the single methods was the SES method with the individual
alphas for each item. Several methods were also consistently
poor perfcrmer 3, i: irdicated b:y the rankings in Table 3. These
included the SAMMS double exponential smoothing, with individual
alphas and an a iha of .1, SES with an alpha of .1, and the 4-
quarter 7nvv( n -1 ra e.
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b. .

One additional point of interest in this analysis is the effect
of using individual smoothing parameters for each item, versus
using a single parameter for all items. Aside from the current
SAMMS method, there are five methods which can be used to assess
this effect: SES, AVG, WTDAVG, SES/MA4/AVG, and SES/MA4/WTDAVG.
Table 9 presents the percentage changes resulting from using
individual versus fixed alphas for each of these five forecast
methods.

Table 9

COMPARISON OF SINGLE VS. INDIVIDUAL
ALPHA VALUES FOR THE THREE SAMPLES

Method Sample 1 Sample 2 Sample 3 Average

SES -4.2% -3.9% -2.1% -3.4%

AVG -1.7% -1.2% -0.1% -1.0%

WTDAVG -0.3% 0.5% -0.2% -0.1%

SES/MA4/AVG -1.6% -1.8% -0.3% -1.3%

SES/MA4/WTDAVG -0.3% 0.6% 0.1% -0.3%

Average -1.6% -1.4% -0.5% -1.2%

Note. Entries are percent changes resulting from the use of
individual alphas versus a single alpha value for all items.

Negative percentages indicate more accurate forecasts using
individual alphas.

The only method for which the use of individual alpha values
makes a significant difference is SES. The average percentage
improvement across the three samples was 3.4% for this method.
While the use of individual alphas lowered the RMSE in almost all
cases, the improvement was not very large. As the last row in
the table shows, the average improvement gained by using
individual alphas was 1.2%, with a large proportion of this
improvement being due to the exponential smoothing method.
Without SES, the improvement due to using individual alphas for
each item is 0.7%.

The explanation for the finding that individual alphas do not
improve forecast accuracy any more than they do relates to the
manner by which the alphas were selected. In preliminary runs
alpha values from .1 to 1, in increments of .1, were examined,
and the forecast error over all periods except for the last four
was calculated. The RMSEs use(! to compare methods here, however,

43



are cal cul ated over the last four periods only. Therefore, if
the last four periods do not maintain the same pattern as the
previous periods, the "best" alpha for the two time intervals
willnot necessarily be the same.

Some evidence for this hypothesis comes from the analysis of the
autocorrelation functions (ACFs) for the items in the samples.
As noted in subsection A, 79% of the items in Sample 1 failed to
show any significant ACFs, indicating a random pattern to the
demand data for these items. Repeating this analysis for Samples
2 and 3 showed random demand patterns for 79.2% and 79.7% of the
samples, respectively. Since the data streams for the vast
majority of items are random, there is no reason to expect the
last four data points would look like the initial points.

Although Table 8 did show some similarities in findings from one
sample to the next, there were also enough differences to be of
concern. These inter-sample differe.ices were believed to be due
to the randomness in the demand data for the items in the
population as a whole, rather than to any problems with the
sampling process. Given the randomness of the data, as
discussed previously, it was difficulc to determine which, if
any, of the three samples' results were representative of the
entire population. Since there were differences between samples
as well, it seemed prudent to test the methods shown in Table 8
using the entire population of items to be forecasted by DLA.
This analysis is presented in the next section.

2. Results for Population

Since the population consists of over 677,000 items, it was not
feasible to examine all of the methods shown in Table 8.
Specifically, the identification of individual smoothing
constants for each item is extremely time consuming and costly.
It was, therefore, decided to test only methods which used a
single alpha value for all items. Eliminating these left eight
forecasting methods which were computed for all items in the
population: SAMMS (.2 alpha), SAMMS (.1 alpha), SES (.1 alpha),
MA4, AVG, WTDAVG, SES/MA4/AVG, and SES/MA4/WTDAVG. The latter
two methods again employed the coefficients and cutoff scores
derived from the discriminant analysis on the items in Sample 1.

The original population consisted of 677,705 items. Of these,

41,649 items (6.1%) were eliminated from the analysis either
because they had only four quarters of demand, or because all
quarters except for the last four had zero demand. This left
636,056 items for analysis.

The results of these analyses for the entire population of items
are shown in Table 10. The results are reported in terms of both
RMSE and the mean absolute deviation (MAD) of the forecast errors
(the average over the last four periods of the absolute values of
the differences between the forecast and the actual demand).
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The single best method for the entire population was the weighted
average of the forecasts from the SES and MA4 methods. This
method produced a 2.9% lower RMSE than the baseline SAMMS method,
and a 3.9% lower MAD than the SAMMS method. The next best
method, the SES/MA4/WTDAVG, was clearly inferior to the WTDAVG
procedure, as was the MA4 method by itself. All three of these
methods, plus the unweighted average, produced smaller RMSEs and
MADs than the current SAMMS method. By contrast, single
exponential smoothing by itself was a poor performer, as was the
current SAMMS method with a smaller alpha value.

The finding that the weighted average is the best method is
consistent with the conclusions .eached from the examination of
the results for the three samples shown in Table 8. The weighted
average was the best method in the second sample, and was ranked
6 and 4 in the first and third samples, respectively. These
ranks made this method one of the most consistently effective
across the three samples.

Although individual alphas for each item were not examined foi
all items in the population, the errors presented in Table 9
give some indication of how the WTDAVG might perform using
individual alphas for SES for each item, rather than a single
alpha (.1) for all items. As Table 9 shows, using individual
alphas for the WTDAVG resulted in forecast error improvements of
0.3% in the first sample and 0.2% in the third sample. In the
second sample, the individual alphas actually produced a 0.5%
larger forecast error than the use of an alpha of .1 for all
items. The average reduction in error across the three samples
was 0.02%; for the first and third samples only, the average
reduction was 0.25%.

The results for the entire population of items were examined
further with regard to two key variables: commodity and weapon
system. Tables 11 and 12 present the RMSEs and MADs for five
forecast methods by commodity and weapon system status,
respectively.

As Table 11 shows, the relative rankings of the various methods
is consistent across all commodities with the exception of
Medical. For the other five commodities, the WTDAVG and the
SES/MA4/WTDAVG are the most accurate forecast methods. For the
Medical commodity, the MA4 method by itself produced the lowest
forecast error.

Although the rankings of the methods are similar across
commodities, the ability of the methods to improve upon the
current SAMMS forecasts varied considerably from one commodity to
the next. This is shown in the two columns which list the
percentage difference between each method and the current SAMMS
method (note that both the RMSE and the MAD are absolute error
measures; thus, the relative magnitude of the errors across
commodities simply reflects differences in demand rates). All
commodities improved to some extent, with the exception of the
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medical commodity. The largest improvement in both RMSE and MAD
was seen for the General commodity (5.1% and 6.0% for the RMSE
and MAD, respectively). A 3.5% improvement in the RMSE was
observed for the Industrial commodity. The other three
commodities showed only slight improvement over the current SAMMS
method. The WTDAVG and the SES/MA4/WTDAVG performed worse than
the'SAMMS method for the items in the Medical commodity. Only
the MA4 method produced a lower forecast method than SAMMS, and
this difference was very slight.

Table 12 presents the RMSEs and MADs for weapon system versus
non-weapon system items. All methods, with the exception of SES,
improved forecast accuracy over the current SAMMS method for both
weapon and non-weapon system items. Once again, the WTDAVG
method produced the greatest decrease in forecast error (for both
types of items). The improvement over the current SAMMS forecast
accuracy was greater for non-weapon system items (4.0%) than it
was for weapon system items ( 2 . 4 %)

To summarize, a total of 14 forecast procedures were examined for
three separate random samples of items. Eight of these, using
fixed alpha values for all items, were examined for the entire
population of 636,056 items. The results of the latter analysis
showed that the weighted average of the forecasts from simple
exponential smoothing (alpha = .1) and the 4-quarter moving
average produced the smallest error, as measured by both the root
mean square error (RMSE) and the mean absolute deviation of
forecast errors (MAD). This method produced a RMSE which was
2.9% smaller than that produced by the current forecast method
used in SAMMS, and a MAD that was 3.9% smaller than the SAMMS
baseline method. Based on findings from the three samples, it is
unlikely that the use of individual smoothing constants for each
item would improve the forecast accuracy of this method by more
than 0.25%. A breakdown of these results by commodity showed
that the greatest improvement over the current SAMMS method was
seen for the General and Industrial commodities. The WTDAVG
method performed more poorly for the Medical commodity than the
current SAMMS method.

E. Impacts Of Forecast Methods On Inventory System

The findings reported in the previous section are based on
statistical criteria, such as the RMSE and the MAD. While such
measures are important, they are not the only ones which must be
considered in an inventory system. The ultimate goal of
improving forecasting in DLA is to improve customer service, or
to maintain customer service at a satisfactory level while
reducing the costs of the service. In inventory terms, this
translates into increasing supply availability and decreasing
backorders, or holding supply availability constant and reducing
safety level stocks. These types of variables are as important
in evaluating the value of a forecasting technique as the
statistical accuracy measures already presented.
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The impact of an overall decrease in the MAD on safety level
requirements can be assessed in a preliminary way using basic
inventory equations. Assuming leadtime demand is normally
distributed with mean u and standard deviation a , the equation
for the reorder point, r, is

r U ~ + zO,

where z is the number of standard deviations necessary to achieve
a desired level of customer support. The second term in the
equation, za, represents the safety level. In the SAMMS system
the MAD is a reasonable estimate of ay. Therefore, for a constant

* customer support level,. any reduction in the MAD would be
expected to produce a proportional reduction in the safety level.
In this case, the 3.9% reduction in MAD which would be obtained
from substituting the WTDAVG for the current SAMMS forecast
procedure' should produce a corresponding 3.9% decrease in safety
level.

- The results of a recent empirical study (28) of the relationship
* betweeen safety level and MAD in the SAMMS system suggest larger

decreases in safety level associated with lowering the MAD than
those noted above. Using a sample of items from the hardware

* commodities, the study showed that each 5% reduction in MAD
* leadtime results in a 7.3% reduction in safety level dollars (28,
*Table 14). Using this as a guide, the 3.9% reduction in the MAD
* observed here for the weighted average method would result in a

5.7% decrease in safety level dollars. This assumes that
1leadtimes and al pha val ues (the other f actor s, aside f rom the

* MAD, that determine MADILT) would remain constant, and that the
* sample used in the analysis was in fact representative of the
- larger population.

Table 13 uses one of these estimates of safety level reduction to
*translate the observed changes in MADs for the various

forecasting methods into safety level dollar changes. Total
*safety level dollars was calculated for each commodity by

multiplying each item' s safety level quantity by the item's
*standard price, and summing the results across all items in the

commodity. The database files developed for the study were used,
so that the prices and quantities were those in effect in the
last quarter of 1984. The table assumes the proportional change

* in safety level dollars associated with the basic inventory
equations discussed previously. It should be noted that these
are conservative estimates when compared with the empirical
results discussed above.

Table 13 shows that the General commodity has the largest
estimated safety level savings, at over $12 million. The WTDAVG
method produces consistently large savings in safety level
dollars for all commodities except Medical. For Medical, the
four-quarter moving average produces an estimated $607,000
savings in safety level. Overall, these figures suggest that

- substituting the MA4 method for the SAMMS method in the Medical
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tt21 ,~41 '/.~8 
\.f.l '912, 796) 
( j: 1 • 531). 8(6) 
$1,27(,,233 
$5,424,194 

·t 21 ()' 7 45' 219 
1 .u2, 714. 4s·:r > 
($12.774,931) 
(-f.11,201,..l15) 
$26' 554' .308 

$125,763.546 
($5,885,9~4) 

( :t 1 '6 78' 4:30) 
($1,274,464) 
$5' 163' 435 

:t-121,223,421 
$4' 46~5' 7 19 
$7,853;092 

(:!:61)7' 486) 
$33' 799 '05'1 

$113,1.58,680 
($1,586,742) 
( :.t:l '945. 923) 
( $1 ' 136. 134) ' 
$2,024,259 

Note: Parentheses indicate cost savings __ 
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commodity and the WTDAVG method for the SAMMS method in the other
commodities would result in an estimated savings in safety level
of $25,423,388.

In order to examine these types of inventory variables in greater
detail, the present study made use of a simulation model. The

-~ Uniform SAMMS Inventory Management Simulation (USIMS) is a
simulation model which can be used to examine the impacts of
alternative inventory policies (in this case forecast methods) on
the performance of the various Defense Supply Centers (DSCs).

* The model uses a sample of DLA's items in conjunction with a
Monte Carlo simulation of key inventory events (29, p. 1). The

* sample is a stratified random sample of items, with the
stratification based on annual dollar demand.

For the purposes of this study, the basic tJSIMS model was altered
*in several ways. First, the various alternative forecasting

methods discussed in the previous section were added to the
*model. In addition, actual demand data was substituted for the

stochastically generated data normally used in the model. To
* accomplish this, all requisitions for the items in the USIMS

sample were obtained for the two-year period from July, 1983
-- through June, 1985. These actual requisitions served as the

input data for the model.

* Before presenting the results of the simulation analysis, it
* should be noted that the findings here must be interpreted with

caution. USIMS, like any other simulation, is an imperfect model
*of the "real world" system. Moreover, the analysis performed
* here necessitated making various assumptions about how a new

forecasting system would be implemented in SAMMS. These
assumptions, which will be discussed later, were not subjected to
a rigorous testing process, and may, therefore, be invalid.

* The purpose of the simulation analysis was to obtain an
impression of the relative impacts of the various forecasting

*methods on the inventory system. The figures resulting from the
* - analysis should only be used to compare methods with each other.

There is no guarantee that the magnitude of the differences
reported here would actually be realized should a particular
forecasting method be implemented.

* Figures 1 thru 5 present the results of the simulation analysis
for five key variables: supply availability, safety level
dollars, total dollar value of commitments, number of backorders,

-. and average number of days on backorder. Each graph depicts the
performance of four methods: the SAMMS baseline, single
exponential smoothing, the four-quarter moving average, and the
weighted average of the latter two methods. The numbers which
are graphed in these figures were obtained by averaging the

* values of the relevant variable across the eight quarters of the
simulation. These averages were then totaled across all of the
commodities for safety level dollars, commitments, and number of
backorders, and averaged across the commodities for supply
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availability and days on backorder. It is these totals and
averages which are presented in the figures.

Figure 1 shows the average supply availability over the eight
quarters of the simulation run. As the figure shows, there is
virtually no change in supply availability across the four
methods. As noted previously, this is not necessarily a negative
finding. If other measures can be improved with no decrease in
availability, this is indeed a positive impact.

Figure 2 shows the average safety level dollars totaled over all
commodities. Each of the three alternative methods resulted in
lower safety level dollars than the baseline SAMMS method. The
percentage decreases depicted in Figure 2 were 1.8%, 13.4%, and
18.8% for SES, WTDAVG, and MA4, respectively.

Figure 3 presents the average value of commitments (in dollars).
Once again, the three alternative methods produce smaller totals
than the SAMMS method. The percentage decreases for SES, WTDAVG,
and MA4 were 32.1%, 24.4%, and 14.5%, respectively.

Figure 4 shows the average number of backorders for each quarter.
Here, all three alternative methods produced more backorders than
the SAMMS method. The percentage increases were 1.1%, 1.4%, and
6.6% for SES, WTDAVG, and MA4, respectively.

Finally, Figure 5 depicts the average number of days to release a
backorder. The SAMMS baseline method was again the poorest
performer. The percentage decrease in average days to release a
backorder was 1.6% for SES, 3.6% for WTDAVG, and 2.0% for MA4.

-" Taking these results as a whole shows that the weighted average
o* appears to be the most consistent of the three alternative

methods. While SES did well on commitments, it did poorly on
safety level dollars. Similarly, the MA4 method performed well
on safety level dollars, but poorly on commitments and
backorders. If all of these variables are considered equal in
importance, the WTDAVG appears to be the best choice of the
alternatives examined. With the exception of number of
backorders, this method was clearly superior to the current SAMMS
forecasting procedure.

F. Results of Supplemental Analyses

In addition to the analyses and findings presented to this point,
there were several additional issues which were considered in the
study. Data were analyzed separately for each of these issues;
the results of these supplemental analyses are presented in this
section.

1. Monthly vs. Quarterly Forecasting

The first of these issues examined was whether monthly
forecasting of selected (VIP) items was beneficial. To address
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this issue, the USIMS model was used to assess the impacts of
eliminating monthly forecasting of VIP items. The analysis was
accomplished by comparing the current procedure of monthly
forecasts for VIP items to two alternatives: forecasting all
items quarterly, and forecasting all items monthly.

Table 14 shows the impacts of switching to quarterly forecasting
for all items and monthly forecasting for all items for the five
variables discussed previously. The second and third columns of
the table show that there is virtually no change in supply
availability resulting from the switch to quarterly forecasts.
The number of backorders and the days to release a backorder
increase slightly (less than 1%) when all items are forecasted
quarterly. The largest changes are the decreases in safety level
dollars (5.3%) and average commitments (12.2%).

The last two columns of Table 14 show the impacts of switching to
monthly forecasting for all items. Essentially, the impacts are
just the opposite of those observed for quarterly forecasting of

Tabe 14
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a!l1 i ems. That is, the number of backorders and days on
backorder both decLease, while safety level dollars and total
commitments increase (the increase is rather dramatic in the case
of total commitments). Again, supply availability re.-ains
virtually unchanged.

These results suggest a somewhat linear relationship bet 'een th.e
proportion of items forecastei montniy ano tne inventory
variables considered. Specifically, the more items subjected to
monthly forecasts, the lower backorders and days on backorder
wi- 1 be, but the areater safety levels and corr.itments will be.
The f iaures shown in Table 14 seem to indicate ch.3t the macni tude
of the reductions in safety level and commitments associated wit,
quarterly forecasting of all items more than offset the slight
corresponding increases in backorders and days cn backorder.
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2. Effects of Including Foreign Milita Sale in

The next issue examined was whether or not to include foreign
military sales (FMS) in the forecast. FMS are currently excluded
from the forecasts.

* The SAMMS version of double exponential smoothing was used to
analyze the impacts of adding FMS to the forecasts. Individual
values were obtained for the smoothing term, alpha, and these

*values were used in the comparisons. The backcasting technique
* was utilized to start each of the forecasts. One-step ahead

forecast errors were calculated for all periods of demand
available for each item. The absolute values of these were then
summed and divided by the number of periods to create the measure
of error, the Mean Absolute Deviation of Forecast Errors (MAD).

* The items used in the analysis were the 6,412 from Sample 1. The
comparison of forecast accuracy when FMS are included and
excluded was accomplished using nonparametric statistical tests.

- Nonparametric tests, which usually use ranks instead of raw
scores, do not require assumptions about the form of the

* distribution of the data, and are therefore appropriate for use
*in the present context. The test used here was an equivalent of

the Wilcoxon Signed Ranks Test for paired comparisons. The test
was used to compare the average error when FMS are included or
excluded from the forecast computation. This was accomplished by
ranking the errors within each item, computing the difference

* between the ranks for each item, and comparing this difference
* score with zero. If one forecast error was not consistently

higher than the other, the expected value of the difference score
- ~ would be zero. A t-test was used to determine whether the

observed difference *score was statistically significant from
zero.

The average forecast error produced using the procedures of the
current SAMMS forecasting method was 158.94. When FMS demand was
included, the average forecast error increased to 165.15. The
difference between the two mean ranks (1.74 when FMS was
included, 1.26 when it was not) was significantly different from
zero (t = 59.89, p < .001), indicating that the inclusion of FMS
produces a forecast with significantly greater error than the

* current SAMMS procedure of excluding such demand.

3. Effects of Excluding Nonrecurring Demand in
Forecasts

The third and final question addressed in these analyses was
* whether changing the current procedures for handling nonrecurring

demands would increase forecast accuracy. Currently, SAMMS uses
a portion of the nonrecurring demand to forecast high demand
value items, and all of the nonrecurring demand to forecast

*medium and low demand value items. The analysis here examined
the alternatives of (a) including all nonrecurring demand for all
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items, and (b) using only recurring demand to forecast all items.
*The 6,412 items from Sample 1 were used for the analysis. Of

these, 42 items had all nonrecurring, and no recurring, demand.
These were dropped from the analysis, leaving 6,370 items.

* For the nonrecurring demand analysis, Friedman's two-way analysis
* for blocked designs was employed. This nonparametric method uses

an approach which is similar to analysis of variance, but with
the resulting test statistic approximating a chi-square
distribution, rather than the F distribution of the parametric
ANOVA procedure. If the computed chi-square value is
statistically significant, the usual procedure is to compare the
means of the different groups to determine which means differ

*significantly from each other. For this analysis, the procedure
used is equivalent to Fisher's Least Significant Difference (LSD)
method, but using ranks rather than the raw data.

* The results of the Friedman procedure showed a significant
* difference between the mean ranks of the three sets of forecast

errors, x2 = 304.6, p < .001. The mean ranks, along with the mean
raw errors, are shown in Table 15 below.

MADs FOR ALTERNATIVE
TREATMENTS OF NONRECURRING DE MAN D

Average Average
Methoda MDRank

SAMMS 212.9 2.10

All Nonrecurring Demand 221.8 2.08

Recurring Demand Only 211.4 1.82

aSee text f or a description of the various methods.

Post-hoc tests of the rank scores showed that using recurring
demand only produced a significantly lower average rank error
than either alternative. The average error scores, however,
provide a slightly different picture. As the table shows, using

* all nonrecurring demand for all items produces the largest
average error. In addition, using only recurring demand for all
items, rather than the current SAMMS procedure, results in a

* slightly lower average forecast error (the difference between the
two means is less than 1%).

* One possible explanation f or the above f inding is that
nonrecurring demand is more erratic, and therefore more difficult

* to forecast, than recurring demand. To examine this hypothesis,
those items which had extreme reductions in forecast error when
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comparing the current system to using recurring demand only were
identified. Plots of the forecasts and actual demands using both
demand streams were then examined. As expected, the demand plots
when nonrecurring demand was included were much more erratic than

OVthose excluding nonrecurring demand. As a result, the forecasts

based on recurring demand only were slightly more accurate than
those based on both types of demand.

To summarize, this section presented the results of analyses
designed to determine the effects of (1) quarterly versus monthly
forecasting, (2) including foreign military sales in the demand
forecasts, and (3) changing the way nonrecurring demand is
treated in the forecasts. The results suggest positive benefits
associated with changing current SAMMS procedures to forecast all
items on a quarterly basis. There is also some indication that
using recurring demand only to forecast all demand may produce a
lower forecast error than the current procedure of incorporating
nonrecurring demand in the forecasts.

F- VI. DISCUSSION AND SUMMARY

The results presented here represent a number of different
analyses covering a wide range of areas. This section will
attempt to summarize the key findings of the study, to present
explanations and interpretations for these findings, and to
suggest areas for further research.

A. Results Of Statistical Analyses

Prior to a discussion of the results, it is necessary to consider
briefly the nature of the data itself. As noted in the previous
section, the analysis of the ACFs for the items in the three
samples indicated that at least 70% of the items to be forecasted
had demand patterns which were random. Although the ACF analysis
carried out here is admittedly a weak indicator of the existence
of patterns the analysis does illustrate an important factor
regarding the data to be forecasted. For the majority of items,
the historical demand data is not a reliable basis upon which to
forecast future demand.

The above conclusion does, of course, have serious implications
for the choice of a single technique to be used to forecast all
DLA items. The current SAMMS version of double exponential
smoothing, along with all of the alternative forecasting
techniques tested in this study, utilize past data to predict the
future. If the past demand history for an item is not
representative of the future, then the forecast accuracy of any
of these methods will obviously be compromised. This issue
should be considered in any interpretations of the findings of
the present study.

A total of 18 forecasting methods were actually compared in the
study. These methods were selected based on an examination of a
much larger number of techniques, representing a wide range of
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forecasting approaches. A thorough literature search identified
models used in the past by DLA and by the Services, along with
methods which have shown promise in the academic literature. it
is believed that this procedure represented a comprehensive
assessment of the current knowledge regarding forecasting in
inventory environments, and included recent trends (such as the
use of averaging of forecasts) in the literature aswell. Some of
the techniques examined were rejected as being too costly and
complex to be practical in the large inventory environment. The
18 methods f inally selected were those which showed the most
promise in the literature, and were best suited to the needs of
DLA as well.

The results of the analyses of all 18 of these methods were
reported in Tables 3-5. Several findings reported in these
tables are notable. First, the use of decomposition in order to
eliminate seasonality from the data did not result in very
accurate forecasting. This is not surprising, given that the
autocorrelation analyses alluded to earlier showed that
relatively few items (1.5% of Sample 1) appeared to have seasonal

*demand patterns. It is, in fact, difficult to imagine very many
items, outside of some subsistence and clothing items (not
included in this study), which might be seasonal in nature. Thus
deseasonalizing the data for all items is not a very effective
forecasting procedure.

Methods which are designed to handle trends in the data also
tended to be poor performers. Again, only about 2% of the items

* in the first sample were judged to have trends in their demand
streams. This explains the relatively poor performance of the
double exponential smoothing methods (Brown's and Hol t's5), and

ttsuperior performance of Gardner's model (which damps the
* trend term) over Holt's.

* AS would be expected, the more accurate forecasting methods were
* those which ignore both trend and seasonality in the data. These

methods include single exponential smoothing, the 4- and 8-
quarter moving averages, and the current SAMMS method (Brown's
double exponential smoothing without the term that adjusts for
the trend).

As a result of these findings, the 18 methods were narrowed down
to six: single exponential smoothing, 4-quarter moving average,
naive, mean, Holt's exponential smoothing, and the naive using
deseasonalized data. The choice of these six methods represented
a compromise between several considerations: which methods
perform best overall (single exponential smoothing and the moving

* average), which method is the single best method for the largest
number of items (naive), and which subset of methods when
considered together complement each other so as to produce the

*smallest error (the remaining four). Each of these represents a
different perspective on the issue of how to determine the

* adequacy of a forecasting method.
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The issue of how to determine forecast accuracy illustrates
another finding of the study. Clearly, different forecasting
methods are more successful with different items, and overall
forecast accuracy could be improved by using multiple forecast
methods, and matching methods with particular items. One problem
here is that using many different methods is very costly; it
would be preferable to identify a few methods which would
accurately predict most items. The problem then becomes how to
match items and forecast methods, and how to predict, for a new
item, which forecast method will work best.

There are several approaches which could be taken in solving
this problem. The procedure used here was to form items into
groups based on the similarity of the forecasting method which
produced the smallest error. Once the groups are established,
item characteristics must be identified which allow for the
classification of new items into one of the groups.

The method used in this study to accomplish the above-described
task was a multivariate statistical procedure known as
discriminant analysis. This procedure is ideally suited to the
problem, since it allows for the selection of a small group of
characteristics from a larger pool, and also provides a way of
using these characteristics to classify items.

The results of the discriminant analysis procedure showed that
overall, the prediction of forecast groups based on item
characteristics was quite poor. There are at least two possible
explanations for this finding. First, the item groupings, which
were formed based on the forecast error, may not have been
meaningful. If the items within the groups were not in fact
homogeneous with regard to the variables used to predict the
groups, then prediction would be expected to be poor. In other
words, if the items within a particular group were no more
similar to each other than they were to items in other groups,
prediction of item groupings would be difficult.

The other explanation for the poor prediction relates to the item
characteristics themselves. It may be that the item groupings
are meaningful, but that none of the characteristics chosen are
good predictors of these groupings. This implies that. tbere Day
still be some variable or set of variables which could be used to
successfully predict the item groupings.

Of these two explanations, the former is probably the more
reasonable in this instance. Given the great degree of
variability in the data, it appears from the results that
grouping items by forecast method does not result in homogeneous
groups which can then be predicted by other variables. This
conclusion in turn suggests the alternative procedure of forming
item groupings based on the characteristics of the items
themselves. Once the groups were formed, the "best" forecasting
method for each group could be identified. There is, however, no
reason to suspect that this approach would have been any more
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* successful than the one used here.

The data presented in Table 7 do lend some support for the idea
of using multiple forecasting methods rather than a single method

* for all items. If the prediction of which methods to use with
which items could be made with a reasonable degree of accuracy,
forecast error could be reduced. The study's findings showed
that the more forecasting methods that were used, the lower the
forecast error, given perfect prediction. However, as the number
of forecast methods/item groupings increased, the ability to
discriminate between the groups decreased, as did forecast

* accuracy.

If the prediction of item groupings could be improved, the
forecasting method developed as a part of this study would also
be more effective. This method 'used the discriminant analysis
procedure to select one or the other of the forecasting methods
used in the average when the choice can be made with a reasonable
degree of confidence. If the prediction of the groups could be
improved, this method might prove to be a more effective
alternative to simply averaging forecasts from multiple methods.
Ultimately, the statistical analysis was carried out on the

* entire population of forecasted items, using a small subset of
the methods originally considered. These results showed that the
weighted average of the forecasts from single exponential
smoothinga and the four quarter moving average produced the
greatest improvement over the current SAMMS forecasting methkod.

The finding that the weighted average is the best performer
overall for the population of items is consistent with the recent
f or ecastinDg i teratur e. Makridakis and Winkler (22), for
example, note that lacking a theoretical or other strono9 basis
for choosing a particular forecasting method, averaging several
methods may produce a superior forecast. Since there is no
compelling reason for choosing one method over another here, and
since the efforts to match forecast methods to items were not too
successful, averaging represents the next logical choice for
obtaining improved forecast accuracy.

In terms of implementation, the use of the weighted average of
two forecasts has both advantages and disadvantages. Or, the

* positive side, use of the average means that several distinct
*techniques can be examined on a continuing basis. That is,

forecasts using SES and MA4 could be used individually,
an unweighted average could be examined, and the discriminant
analysis method developed here could also be tested. Since
demand patterns appear to be highly unstable, it is possible that
the weighted average technique might not be the most effective of
these at some point in the future.

*One possible disadvantage of the WTDAVG technique is the
increased processing time and storage space required. Tw o

*forecasts must now be calculated, although the calculations are
no more involved than those for the single and double smoothed
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values already computed as part of the current SAMYS procedure.
These must then be combined based on the relative magnitudes of
the forecast errors associated with the two methods. This
requires storing two forecasts rather than one, in addition to
storing the last four quarters of demand required for the moving
average. Given the current power of computer hardware to store
and process information, however, the impacts of the extra
requirement.s as oeiated with this method would be not be
significant.

B. FAD4ysis Of Inventory Sv, mn

In order to assess the impacts of the forecasting methods on
inventory system variables, the study made use of a simulation
model (USIMS). Figures 1-5 presented the results of these
analyses in terms of several key variables associated with the
inventory system.

In the current context, the most useful conclusion to be drawn
from the simulation results is that they lend additional support

* for the superiority of the weighted average technique. This
method, when compared with the current SAMMS technique, resulted
in lower safety level dollars and total commitments while
maintaining the same level of supply availability. By increasing
forecast accuracy, it is no longer necessary to maintain the same
amount of safety stock, which provides a shield against those
errors. At the same time, greater accuracy can translate into
lower commitments. As overforecasting (a more common problem
than underforecasting) is reduced by improving accuracy, the
amount of stock purchased will also decrease, representing a one-
time savings in commitments.

The only variable for which the WTDAVG resulted in poorer
performance was number of backorders. There are at least two
possible explanations for this finding. First, there were
several parameters in the simulation mode] which were held
constant and which affect the number of backorders. The system
constant, reflecting the dollar value of the MAD, was not changed
from one method to the next. The backorder goal (beta), which
interacts with the system constant to influence the number of
backorders, was also held constant. Thus there are other
parameters in the SAMMS system which affect the inventory levels,
but whose impact was not directly examined as part of the

* simulation analysis.

Another possible explanation for the increase in backorders
relates to the observed decrease in the safety level. Th e
problem relating to backorders is not so much inaccurate
forecasts as it is demand variance. That is, some items
demonstrate demarC patterns that fJ tctuate wildly from one period
to the next. Increasing overall forecast accuracy may be
possible for such items, but the demand variance problem remains.
The situation is made even worse by the decrease in safety level

" associated with the greater forecast accuracy. Now, the
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protection against demand variance has been reduced, thereby
increasing the possibility for backorders. A comparison of
Figures 2 and 4 shows that the greater the decrease in safety
level from one method to the next, the greater the increase in
number of backorders. Thus it would appear that reducing
forecast error alone is not sufficient to reduce the number of
backorders. To accomplish the latter, the problem of demarC
variance must be addressed (variance in leadtimes is another
problem which should be examined, as it too may explain the
results discussed above).

Several inconsistencies were observed in the results produced by
the USIMS model. The most obvious of these is the dCifference in
the performance of single exponential smoothing in the model
versus the statistical analysis. SES appeared to do quite well
in the simulation runs, although it did quite poorly in the
statistical analysis. In the latter analysis, SES I.roduced the

* largest MAD and RMSE of the eight forecasting methods compared
* for the population of items (see Table 10).

Within the USIMS model itself, another inconsistency js the
magnitude of the supply availability figures, as shown in Figure
1. These appear to be unrealistically high, and this is an
acknowledged problem with the model. It should be noted,
however, that it is the relative value of this variable across
methods that is of interest in the current study.

Yet a third inconsistency related to the change in the levels
over the length of the simulation. An examination of the data by
quarter was expected to reveal increasing differences between the
methods, as the start-up effects wore off with time. This was
not observed to be the case. No consistert [,atterr, enti( -C in
the levels across time, althou h the lirtited 8-quarter time
horizon examined here may have been insufficient for the
identification of such differences.

The inconsistencies noted above serve to underscore the
preliminary nature of this analysis of the impacts of the
forecasting methods on the supply system. The time constraints
of the present effort required the use of an inventory model
which had already been developed. The USIMS model was the Lest
one available for the analysis. The model is, as noted(
previously, an imperfect duplication of the SAMMS system. The
inconsistencies noted above suggest caution in drawing
conclusions about the anticipated magnitude of the changes in
inventory system levels which would accompany a change in
forecast methods.

The most important insight that the USIMS simulation model did,
provide, which could not have been obtained frcn, the statjrtical
analysis alone, relates to the issue of implementation. In.
running the simulation analysis, various implementation issues
needed to be addressed simply to produce the output. In

* addition, analysis of ttie USTIIS results suggested several isues
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and questions concerning how best to implement a new forecasting
technique.

One issue which needed to be addressed in order to actually run
the simulatier aralysis was how to implement the new forecasting
r'etbcd. Some methods, including the weighted average, requi re
starting levels. There are various techniques which could be
used to start the new forecasting method. In the case of single
exponential smoothing, for example, one could either begin with
the current SAMMS single smoothed value (as was done in the
simulation analysis), or backcast (as was done in the statistical
analysis), or use an average of the last few quarters to
Ceterrine a starting point. All of these methods would lead to
Cifferent impacts on the system, and these impacts would be felt
over varying lengths of time.

Another implementation issue relates to the fact that the effects
of instituting a new method will not be felt immediately, but
rather will be extended over time. Many items have long
leadtimes, so that current system activity will be based on
decisions made under the old forecasting method. Similarly, some
items will have large amounts of excess stock which were acquired
under the old forecasting system. In these cases, it will take a
long time for reorder points to be reached and the benefits of a
reduced forecast error to be realized. Thus the two years over
which the USIMS analysis was run was probably not enough time to
observe the total impacts on the inventory system.

Another consideration is whether or riot to change, at least on a
one-time basis, any other SAMMS calculations as part of the
iml.lemeritation of the new forecast method. Although the forecast
error is an important determinant of the levels of key inventory
system measures, there are many other factors which also enter
into play.

The variable safety level, for example, is influenced not only by
the MAD, but also by the item's leadtime, price, QFD (through the
economic order quantity, EOQ), and average requisition size,
along with the value of the system constant (dollar value of the
MAD leadtime, MADLT, totaled for all items in each commodity). To
Qhe etert that. the new forecasting technique results in changes
ji. tbene (;tbei factor&, the benefits of reducing the MAD may be
erbanced or reduced.

Two factors which are affected by a change in forecast metho2' arid
which might exert opposite influences on the safety level are the
system constant and the QFD. A decrease in the MAD will produce
a corresponding decrease in the system constant, thereby further
reducing the safety level beyond the reduction assc(jate' Jth
the MAD itself (this effect which was not accounted for it, the
simulation analysis presented here, since the same system
constant was used for all methods). By contrast, a ( e(rese in
the QFD will produce a decrease in the EOQ, which in turn will
increase the safety level. Thus it is conceivable ti at
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* implementing a more accurate forecasting technique which produced
a smaller forecast of demand could result in an increase in
safety Jevel for some itemrs. i

The relatiorlsbiL, between reducing forecast error and improving
other system measures is further complicated by the fact that the
MAD is smooth(-c before it j., cr-vrted to the VAELT value. That
is, the new forecast error (MAD) is multiplied by the alpha value
(usually .2), and this result is added to the previous MAD value.
This smoothing obviously postpones any benefits to be gained by
reducing the size of the forecast error. For purposes of
implementation, therefore, the benefits of the new forecasting
method might be best realized if the smoothing constant (alpha)
was increased for the first few time periods. This does,
however, need to be tested.

There are undoubtedly many other considerations relating to the
implementation of a new forecasting technique into SAMMS. The

-. issues discussed above are those which were apparent forr a
review of the results of the simulation analyFis using the USIMS
model. Clearly, these results raised more questions about these
implementation issues than the, answered. It does appear,
however, that the way in which the forecasting method is
integrated into the current SAMMS system is a key element in
determining the extent of its impacts.

Given the importance of these implementation issues, it seems
prudent to suggest that additional study should be given to these
concerns prior to any implemetation of the weighted average
method (or any other alternative technique). The purpose of this
study would be to compare alternative procedures for implementing
the new forecasting method, comparing the short- and long-term
impacts on inventory levels.

Another goal of this suggested iroplementation study would be to
determine whether the new method should be implemented for
selected commodities, selected items, or "across the board".
This is an important consideration which is based on the results
of the statiEtical analyses p;resented here. Any new forecasting
method will not perform better than the old method for all items.
When the impact on inventory variables such a.s safety level
dollars and commitments is the measure of interest, it becomes
important for the new method to perform better on the "right"
types of items (for example, items with hich annual dollar
demand). An analysis of items on an individual basis is required
to produce this detailed level of information. Again, this is al,

* implementation issue which would best be resolved by a st,'Cy
..." specifically detiJgre(' to e:arrire these concerns.

Firally, this type of study could also be used to (etermirne h;w
best to implement a change from monthly to quarterly forecastin(g
of VIP items. The results shown in Table 14 seem to suggest
benefits, in terms of lower average commitments and safety level
6Collars, associated with a switch from ronthly to quarterly
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forecastring of these items. Further study would help to
Ceteir;ire ulwich VIP items would benefit the most from ptiarterly
forecasting.

C. Suegest er Fu t e r ch

The findin;s of this study and the conclusions based on these
results all point to the idea that "improving forecasting in DLA"
is too vague and nonspecific a goal for future forecasting
studies. The results show clearly that some methods will
outperform others for some items; therefore, improvement in
forecast accuracy can almost always be obtained for at least some
item s. By focusing in on a small group of items, it should be
possible to demonstate some improvements in forecast accuracy.
The important point here is that the items should be selected a
priori, based on criteria which are consistent with the stated
goals of increasing forecast accuracy. As an example, one goal
of improved forecasting might be to reduce costs by decreasing
safety level dollars. If this were the case, one strategy might
be to focus in on high demand/high dollar value items, say the
top 1% in each commodity. Another strategy might be to pick
items which are already in "long supply", and attempt to
determine the degree and manner by which current forecasting
procedures created this situation, and alternative methods which
could be used in the future.

The particular strategy selected is not crucial for purposes of
future research. What is essential is that the focus of the
study be narrowed, and that supply experts in DLA do the
narrowing. The supply experts' interpretations of the agency's
po l;y decisions must determine the scope of any future studies.
The researcher's choice of items, variables, procedures, and
error measures are all strongly influenced by the direction set
forth by policy-makers in supply operations.

The type of approach discussed above would have several
advantages. First, it would greatly increase the chances of
discovering similarities among item characteristics, including
demand patterns. In addition, it would concentrate research
efforts in an area which is believed, by supply experts, to have
the most potential benefit to the agency. Finally, riarrowirg the
scope of the study allows results to be obtained more quickly.
This in turn permits re-direction of efforts if areas currently
being pursued do not appear to be fruitful.

Similarly, it should be possible to obtain a priori groups of
items, rather than attempting to group iter:, Lase(7 o;r forecast
method. It may be possible, for example, to identify items whi4A
should be seasonal, based on the items' function. This
irformation could be used in cojunction with an analysis of the
item's demand history to identify a group of seasonal items.
Once this was accomplished, forecasting methods which are
&1,ecifjcally Cesigned to handle seasonality could be compared for
only these items. In addition, item characteristics which rvioht
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be used to predict an item's being seasonal could be explored.

MN~othet byliothetical grouping might be items which all belong to
the ,arre weap on sy-tem. For these items, demand might be more
successfully forecasteC LuSinlg program data, such as nuMber of
flying hours, arc a regression analysis procedure.

This type of approach has the clear advantage that the item
groupings are known to be meaningful ones, since they are based
on a priori information. On the negative side, such an approach
would be extremely time-consuming, and would probably prove to be
useful for only a minority of DLA's items. Finally, there is
again no guarantee that proceeding along these lines would

-prOCuce any greater success than the methods used in the current
stUCy.

. One final approach might also be useful to explore in future
studies. Smith's focus forecasting (21) was initially considered
for inclusion in the &;tAuy, but was rejected due to lack of
empirical evidence. The alq;roach, however, does have a great

* deal of intuitive appeal, especially given the erratic ard
variable nature of the demand patterns for the items to be
forecasted by DLA.

Focus forecasting is another technique which involves the Use of
multiple forecasting methods. Rather than averaging, focus
foreca,-tino, uses the method that worked best for an item in the
past to forecast that item in the future. The key ingredient of
the focus forecasting approach is that the various methods used.
are very simple and intuitively obvious (these are the method:,.,

usually referred to as "naive" in the forecasting literature).
Given the nature of the data, it might well be that such "naive"
approaches would be the most successful. The methods which did-
work best in the present study tendeCd to be the ones which were
simpler.

The focus forecasting approach, as heyribed v rrli l1. )- i-I
additional advantage in that it allows fcr ixlut fi'n; tl.( Ji(ri
managers. Tn the current SAIN'S system, item nlanagers can have a
fairly large degree of influence on the forecasting process, if
they choose to do so. Focus forecasting wouid allow the
informal, but effective, methods used by item managers to be
formalized into the forecasting system. This may not only
imi:rove foiecast accuracy, It wGUhi have the added advantage of
"de-mystifying" the forecasting process for the mairn users of the
results of that process.

VII. CONCLUSIONS

The following conclusions are base( on the resEult, of the demand
forecasting study documented in this report.

- Several simple forecasting techniques prod6ue a lowEr
forecast error than the current SArU-S method.
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The results of the statistical analyses showed that single
exponential smoothing, the four-quarter moving average, and a
weighted average of the forecasts of these two methods all
produced lower root mean squared errors and lower mean absolute
deviation of errors than the current SAMMS method. This was true
for all commodities except for the Medical commodity, where only
the MA4 method produced a slight improvement over the current
SAMMS procedure.

-A weighted average of the forecasts generated by
single exponential smoothing and the four-quarter moving
average produces the greatest improvement in forecast
accuracy.

Based on an analysis which included all of the i.tems in the
population which met the forecast criteria, this weighted average
method produced a 2.9% reduction in root mean squared error, and
a 3.9% reduction in mean absolute deviation of forecast error.
The weights for the averaging are based on the previous period's

*forecast errors of each method. The weighted average method did
* not improve the forecast error for items in the Medical commodity.

For this commodity, the four-quarter moving average alone was the
best method.

-Substitution of the weighted average procedure fo r
the current SAMMS procedure would result in: no change
in supply availability, reductions in safety level
dollars, commitments, and days on backorder, and an
increase in the number of backorders.

The results of the simulation analysis suggest the impacts
described above. The analysis was considered preliminary,
however, so that no firm conclusions can be drawn regarding the

*magnitude of these changes. The results do suggest that the
decreases in levels would be large enough, and the increase in
backorders small enough, to recommend the weighted average method
over the current SAMMS procedure. Based on a decrease in safety
level dollars proportional to a decrease in forecast error,
improvement of the best method over the current method is
estimated to be as follows:

Percent Estimated Reduced
Commodity Reduced Error Safety Level($

Construction 1.1% $ 2,715,950
Electronics 1.6 1,912,796
General 6.0 12,714,489
Industrial 4.7 5,885,924
Medical 3.7 607,486
C & T 1.4 1,586,742
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- Further study is needed in order to determine the best
strategies for implementation of any new forecasting
method.

The simulation results raised several issues regarding how to
best implement a new forecasting technique. A more detailed

examination of these issues would be needed in order to ensure
that the maximum benefit is obtained from increasing forecast
accuracy.

- Quarterly forecasting of all items, including VIP items,
would result in: no change in supply availability,
reductions in safety level dollars and commitments, and
slight increases in the number of backorders and the
average days on backorder.

These findings were also based on the results of the simulation
analysis. The reductions in levels appear to be large enoughto
justify switching to forecasting all items quarterly, despite the
possibility of slight increases in the number of backorders.

- The inclusion or exclusion of nonrecurring demand from
the SAMMS calculations has little impact on forecast
error.

The current method used by SAMMS includes a portion of
nonrecurring demand for high demand value items, and all
nonrecurring demand for other items. The results of an analysis
of changing this procedure showed that the mean absolute
deviation of forecast errors was reduced only slightly (less than
1%) if recurring demand only was used in forecasting all items.

- Including foreign military sales in the forecast of
demand would result in greater forecast error.

The current SAMMS calculations exclude foreign military sales
from consideration in forecasting demand. The results of an
analysis of changing this procedure showed that the average
forecast error would be increased if this type of demand were
included in the forecast.

VIII. RECOMMENDATIONS

- The weighted average of the forecasts from single
exponential smoothing and the four-quarter moving
average methods should be implemented as the SAIPIS
forecasting system for all commodities except Medical.

This recommendation applies only to those items studied. This
excludes new itemis, Clothing and Textile's Program Oriented Items
and government furnished materiel, and subsistence items. It is
.nticipated that implementation of this method would reduce costs
to DLA in the form of commitments and safety level dollars.

73



Customer service, as measured by supply availability, would not
be adversely affected.

Since this new method did not improve forecast accuracy for items
in the Medical commodity, it cannot be recommended for these
items. For this commodity, the alternatives are to keep the
current SAMMS forecasting technique, or to implement the four-
quarter moving average, which produced a slight reduction in the
average forecast error for this commodity.

- Further study of implementation issues should be
undertaken prior to the incorporation of this or any
other alternative forecasting method into the SAMMS
sy stem.

The goal of such a study would be to determine how best to
implement the new method so as to maximize the benefits of
improving forecast accuracy.

-Forecasting of all items should be carried out on a
quarterly basis.

Eliminating the monthly forecasting of VIP items would result in
decreased safety level doll ars and commi tments,, and have no
effect on supply availability.
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Formulae for Forecasting Methods
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This appendix provides the formulae for the forecasting methods
examined in this study. In the formulae which follow, Xt is the
actual demand for time period t, and Ft+1 is the forecast for
time period t+l.

1. Naive forecast

Ft+1 = Xt

2. Simple mean of past observations
t

Ft+1 = Xi / ti= 1

3. N-period moving average
t

Ft+l =E Xi / n
i=k

where n = number of periods in the moving average
k = t-(n-l).

4. Single Exponential Smoothin

Ft+l = a Xt + (1- a)Ft

where a is the smoothing constant (usually between
0 and 1).

5. Current DLA version of exponential smoothing

S t = a Xt + (1- a)S't_.1,

Sl t = a S' t + (1- ()S"t_ 1.l

Ft+1 = 2S't - "t

where S't is the single smoothed value and S"
is the double smoothed value.

6. Brown's double exponential smoothing

S' t = a Xt + (I- a)S'tl

t = a S't + (i- C)S"

at = 2 S't - S t

bt = a/i- a (S't -S" t )

Ft+m = at + btm ,

where at is the estimate of the level of the
series, bt is the estimate of the trend, and m
is the number of periods ahead to be forecast.
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I Ik

.- 7. Holt's double exponential smoothing

* S t  = CL Xt + (1- CL)(StI + btI)

b t  = S t  - St I )  + (I1- )bt- I

Ft+m St + btm

where 0 is the smoothing constant for the trend
term (bt).

8. Gardner's double exponential smoothing

St = a. Xt + (1- o.)(StI +cpbtI)

bt = a. ( - St- 1 + (-a ) pbt_ 1

Ft+m = St + EQ bt
i=1

where (p is an additional smoothing constant used to
"damp" the trend term.

9. Trigg-Leach adaptive exponential smoothing

Ft+1 = a t Xt + (i-at )Ft ,

where ct = IEt/Mt,

Et = 1 et + (I- )Et_1 ,

Mt = 3 let,' + 1-5 (MtI)

et Xt - Ft

aOt and 1 are smoothing constants and I denotes
absolute value.
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Table B-i

COMMODITIES FOR POPULATION AND SAMF'LES

Percentage
Commodity Population Sample 1 Sample 2 Sample 3

Construction 14.1 14.7 13.9 14.5

Electronics 25.7 25.4 25.4 24.3
General 13.0 12.4 13. 2 12.7
Industrial 43.1 43.2 43.8 44.6
Medical 1.8 2. 1 1.6 1.9

C & T 22.2 2.1

Table B-2

SUPPLY STATUS CODES (SSC) FOR POPULATION AND SAMPLES

Percentage

SSC Population Sample I Sample 2 Sample 3

'A 6.7 6.3 6.5 6.9
1 86.4 87.2 86.4 36.5

0.5 0.5 0.5

5 0.1 0.1 0. 1 0. I

* 6 5.8 5.3 6.2 5.5
7 0.2 0.3 .2 U.3

8 0.2 0.- '.1 I,.2

Table B-3

NUMBER OF QUARTERS OF DEMAND FOR POPULATION AND SAMPLES

Percentage

Demand Otrs Population Sample 1 Sample 2 Sample 3

32 52.2 52.3 52.3 32.,
28 11.8 11.8 11.9 11.4

24 3.3 3.4 3.4 3.1
20 2.8 3.2 3.2 31
16 14.4 13. 7 13.7 14.7
12 12.2 12.6 12.6 12.0

8 2.2 2.2 2.2 2.3
4 1.0 0.9 C.9 1.0
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Appendix D

Example of One-Step and

Long-Term Forecast Computations
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This study generated two different forecasts, a one-step ahead
forecast and a long-term forecast, for time periods 29-32. Each
of these forecasts is illustrated here, using both single
exponential smoothing (SES) and Brown's double exponential
smoothing (DES).

I. SES EXAMPLE

The formula for SES is:

Ft+ 1 =c Xt + (1- 01)Ft,

where Ft+l is the forecast for the next period
Xt is the actual demand for the current period, t
c. is the smoothing factor
Ft is the forecast for the current period.

Table D-1 presents some hypothetical demand data, along with the
corresponding one-step ahead and long-term forecasts. It is
assumed that the one-step forecast for t=28 was already
calculated, and that c - 0.2.

Table D-1

SES EXAMPLE

t X F(one- step) F(long-term)

28 100 97.0 -

29 105 97.6 97.6
30 107 99.1 97.6
31 114 100.7 97.6
32 120 103.4 97.6

The one-step ahead forecast of 97.6 for period 29 is obtained as
follows:

F2 9 = c X2 8 + (1 - OL)F 2 8

- (.2)(100) + (.8)(97.0)

- 97.6

In the calculation of the one-step ahead forecasts, each new
observation is ased as it becomes available. So, the one sten-
ahead forecast for period 30 is obtained by using the observ.,
demand for period 29:

D-2



F3 0 = X29 + (1 - C )F 2 9

= (.2) (105) + (.8) (97.6)

= 99.1

The one-step ahead forecasts for periods 31 and 32 are obtained
in a similar fashion.

The long-term forecasts are calculated under the assumption that
we are now at t=28 and must forecast the demand for the next four
periods. Since SES has no trend or seasonal terms, the forecast
for period 29 as the forecast for periods 30-32, as is shown in
the last column of Table D-1.

iI. DES EXAMPLE

The formulas for Brown's double exponential smoothing are:

st= a. Xt + (1 -OS -

Sol t  a S' t = (1 - a)St-l

at =2S' t - S" t

bt = /1- a.(S't - S"t)

Ft+m = at + btm

where Sot is the single smoothed value,
Sol is the double smoothed value,
at is the estimate of the level of the series
bt is the trend term
Ft+m is the forecast for m periods ahead.

Table D-2 presents the same data as Table D-l, along with the one p

step-ahead and long-term forecasts using DES. Again, it is
assumed that the values for S' and S" have already beencalculated, and that a = 0.2.

DES EXAMPLE

X SI b
a! X -S 4 b F{ one-step) f (lng-t rI

28 100 90.0 75.0 105.0 3.7 - -
29 105 93.0 78.6 107.4 3.6 108.7 108.7
30 107 95.8 82.0 109.6 3.4 111.0 112.4
31 114 99.4 85.5 113.3 3.5 113.0 116.1
32 120 - - - - 116.8 119.8

D-3
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The one step-ahead forecasts use each subsequent actual demand,
just as they did in the SES case. For example, the forecast for
period 30 of 111.0 uses the actual demand for period 29 as
follows:

S'29 = aX 2 9 + (1 - a)S' 2 8

= .2(105) + (1 - .2)90.0

= 93.0

29= S'29 = ( -)S"28

= .2(93.0) + (1 - .2)75.0

= 78.6

a 2 9 = 2S'29 - S"29

= 2(93.0) - 78.6 p

= 107.4
b2 9 = x/1-cL(S' 2 9 -S"29),

= .2/(l - .2)(93.0 - 78.6)

= 3.6

F3 0 = a 2 9 + b2 9 m
(

= 107.4 + 3.6(1)

= 111.0

The forecasts for the remaining periods are calculated in a
similar manner. Note that since these are one step-ahead
forecasts, the term m in the forecast formula is 1.

The long-term forecasts are shown in the last column of Table
D-2. These forecasts make use of the trend term b, using a
different multiplier for each period ahead to be forecasted.
That is, the m term in the formula is 1 for the period 29
forecast, 2 for the period 30 forecast, and so on. Since we are
currently at period 28, the remaining values in the formulas are
the ones for thi-b period. For example, the forecast of 116.1 for
period 31 is obtained as follows:

F3 1 = a 2 8 + b2 8m

= 105.0 + 3.7(3)

= 116.1

D-4
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